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First Evidence of Dark Matter!

•  1933: Fritz Zwicky 
analyzes the Coma 
cluster and sees a 
large discrepancy!
–  Galaxies are moving 

too fast! !
•  Infers that unseen 

“dark” matter is 
dominating the 
gravitational 
movement!
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Evidence: Rotation Curves!
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Corbelli and Salucci (2000)!

g =
v2
rot

r
=

GM

r2
! v

rot

=

r
GM

r

g =
v2
rot

r
=

GM

r2
! v

rot

=

r
GM

r

M33 observations!

Dark matter!

Visible matter!

Gas!



Evidence for Dark Matter!
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ESA/Planck Collaboration!

arXiv: 1303.5075!
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What is Dark Matter?!
•  Requirements!

– Stable, massive, non-baryonic, neutral!
•  WIMPs: Weakly-Interacting Massive 

Particles!
– “WIMP Miracle”: weak cross-section matches 

predictions!
– GeV - TeV mass!
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Beyond the Standard Model!



Dark Matter Detection!
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Collider Production!
Produce WIMPs and !
detect them as missing 
energy!
!
!
!

Direct Detection!
Detect nuclear recoil from 
WIMP-nucleon scattering!
!
!
!
!
!
!
!
!
!
!
!
!

Indirect Detection!
Search for excess of!
annihilation products !
(solar core, GC…)!
!

χ	


WIMP

χ	


nuclear recoil

Astrophysics!
ρ0 = 0.3 GeV/cm3!

v: WIMP wind ~220 km/s!

Particle 
physics!
SI elastic:!
σ ~ 10-44 
-10-47cm2!



Direct Detection Techniques!
To identify signal over background: !
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Separate electronic 
and nuclear recoils!

Observe modulation: 
annual or diurnal!

CRESST 2001!

WIMP max!

WIMP min!

7% WIMP flux 
annual modulation!



Positive Hints of Detection!
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DAMA (2013)!
•  Scintillation!
•  14 annual modulations!
•  9.5σ!

CoGeNT (2011)!
•  2.8σ annual modulation!
•  Postulated to be surface 

events!

CRESST (2011)!
•  4σ excess!
•  Signal excluded after 

detector upgrades and 
background reduction!

CDMS Si (2013)!
•  3σ excess!
•  Excluded by CDMS Ge !

CDMS 2013!

DAMA: only result not excluded by same 
target medium/collaboration, although KIMS 
(using CsI(Tl)) has ruled out Iodine recoils!
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FIG. 12: The 90% C.L. upper limit for spin-independent
isoscalar WIMP-nucleon cross section for the PandaX-I ex-
periment (red curves). Recent world results are plotted for
comparison: XENON100 225 day results [10] (black solid),
LUX first results [11] (blue), SuperCDMS results [14] (or-
ange solid), DarkSide results [13] (magenta solid), CRESST-
II 2014 limits [8] (brown dashed), and CDEX 2014 limits [16]
(solid violet). The claimed WIMP signals are shown as closed
contours: CoGeNT 2014 results (cyan solid), CDMS-II-Si re-
sults [9] (gold dashed), DAMA/LIBRA 3� contours (green
solid), and CRESST-II 2012 results (brown solid).

our limits strongly disfavor the WIMP interpretation of
the results from DAMA/LIBRA, CoGeNT, CDMS-II-Si
and CRESST-II. It is noteworthy that even with this
conservative treatment at low recoil energy, our results
still set a stringent limit at the low mass region, with a
tighter bound than SuperCDMS above the WIMP mass
of 7GeV/c2, and the best reported bound in the dual
phase xenon detector below a WIMP mass of 5.5GeV/c2.

The experimental sensitivity band is obtained us-
ing the same approach as above but with hundreds of
background-only toy MCs from which one obtains a dis-
tribution of “upper limits”. In Fig. 13, our upper limit
is overlaid with the ±1-� sensitivity band. Consistency
is observed, confirming no significant excess over back-
ground.

To study shape related systematic uncertainties sepa-
rately 4, we performed calculations of upper limits either
by setting PDE and EEE both at +1 or �1�. The re-
sulting limits are shown in Fig. 13. As expected, the
higher e�ciency would lead to tighter bounds in the
low mass region and vice versa. The (more aggressive)
upper limit obtained with dark matter PDFs generated
from the NEST-1.0 model is very close to that with the

4 The shape systematics could also be introduced into the fitter
via nuisance parameters. However, to explicitly show the size of
the e↵ects and to simplify the fitter computation, we chose to
apply these systematic variations “by hand”.

+1� PDE/EEE. These are sizable influences but these
shape e↵ects are comparable with the sensitivity band
and therefore do not change the main conclusion of our
results.

FIG. 13: PandaX-I WIMP search limit from the data (red
line) overlaid with the ±1� sensitivity band obtained from
toy MC (yellow) as well as the alternative upper limits using
either +1� or �1� values for the PDE and EEE, but with the
same NEST-0.98 model. For comparison, a few world leading
limits for the low mass WIMP are plotted for comparison:
LUX first results [11] (blue), SuperCDMS results [14] (orange
solid), and CRESST-II 2014 limits [8] (brown dashed).

CONCLUSION AND OUTLOOK

In summary, we report the low-energy dark matter
search results with the 54.0⇥80.1 kg-day full exposure of
the PandaX-I experiment. In this analysis, compared to
the first results, we made a number of improvements in
signal identification, background classification and rate
and shape estimates, a realistic but conservative treat-
ment on the e�ciency for very low recoil energy events, as
well as full likelihood fits to obtain the final WIMP search
limit. Observing no significant excess over background,
our results strongly disfavor the WIMP interpretation of
the results from DAMA/LIBRA, CoGeNT, CDMS-II-Si
and CRESST-II. Our bound is tighter than that from Su-
perCDMS above the WIMP mass of 7GeV/c2, and is the
lowest reported limit below a WIMP mass of 5.5GeV/c2

in xenon dark matter experiments to date, showing that
liquid xenon detectors can be competitive for low-mass
WIMP searches.
The results from PandaX-I are crucial in guiding the

future development of the PandaX program. The sec-
ond phase experiment, PandaX-II, constructed with a
liquid xenon target of 500 kg sensitive mass and lower
background materials for the cryostat and TPC, is un-
der preparation at CJPL. The PandaX-II detector is ex-
pected to improve both on the light and charge collection

Tension between results!

PandaX 2015!



fully surrounded by about 1 m concrete, made from the Gran
Sasso rock, which acts as a further neutron moderator.1

The 25 highly radiopure NaI(Tl) detectors are placed in 5 rows
! 5 columns. Each one has 9.70 kg mass and the size is
10:2! 10:2! 25:4 cm3. They constitute the sensitive part of the

DAMA/LIBRA apparatus and together with the PMTs (two for each
detector at opposite sides) and their Cu shields are enclosed in a
sealed low radioactive OFHC Cu box continuously flushed with
HP N2 longly stored deep underground (see Fig. 5). The Cu
box is maintained at small overpressure with the respect to
the environment, such as also the glove-box on the upper level
(see Fig. 2).

In the DAMA/LIBRA apparatus the PMTs and their 10 cm long
light guides (made of Suprasil B [22] and directly coupled to the

ARTICLE IN PRESS

Fig. 3. A schematic and simplified view of the monitoring/alarm system. (1) Temperature probe of the detectors’ environment; (2) temperature probes of the electronic
devices; (3) temperature probe of the DAQ system; (4) interface of the probes; (5) HP N2 gas inlet in the inner CU box; (6) HP N2 gas inlet in the external plexiglass box; (7)
and (9) fluxmeters; (8) and (10) valves for the flux regulating; (11) interface towards the LNGS alarm system; (12) fan coil; (13) temperature probe for the water in the
cooling system; (14) cooling system towards a chiller; (15) gas outlet; (16) pressure gauge; (17) gas bubbler; (18) Radon meter; (19) interface of the control of the gas
bottles; (20) and (21) pressure meters; (22) and (23) electrovalves; (24) local junction box of the safety and alarm system of LNGS. Moreover, self-controlled computer
processes automatically monitor also several other parameters (the above mentioned and those from the DAQ) and manage software alarms (by e-mails and by SMS) to
operator.

Fig. 4. (a) A schematic view of the passive shield of the DAMA/LIBRA apparatus. Mostly outside the installation, the DAMA/LIBRA apparatus is also almost fully surrounded
by about 1 m concrete made of the Gran Sasso rock. (b) Up: A scheme of the shaped low-radioactivity copper shield for the PMTs; down: detectors during installation; in the
central and right up detectors the new shaped Cu shield surrounding light guides and PMTs was not yet applied. See text.

1 Neutron fluxes measured deep underground in the Gran Sasso National
Laboratory in the various energy regions are reported in Refs. [18–21].

R. Bernabei et al. / Nuclear Instruments and Methods in Physics Research A 592 (2008) 297–315300

Cu!

Polyethylene-paraffin!
Cd!
Pb!

Concrete!

DArkMAtter (DAMA)!
•  Largest signal at 9.5σ annual modulation over 14 years!

–  NaI(Tl) scintillation detectors!
–  1% modulation on 1 dru background!
–  1 yr period; May 24±7 phase!

IceCube Bootcamp 2015! Antonia Hubbard! 10!

Eur. Phys. J. C (2008) 56: 333–355 337

Fig. 2 Model-independent residual rate of the single-hit scintillation
events, measured by the new DAMA/LIBRA experiment in the (2–4),
(2–5) and (2–6) keV energy intervals as a function of the time. The
residuals measured by DAMA/NaI and already published in Refs. [11,
12] are also shown. The zero of the time scale is January 1st of the
first year of data taking of the former DAMA/NaI experiment. The
experimental points present the errors as vertical bars and the asso-
ciated time bin width as horizontal bars. The superimposed curves
represent the cosinusoidal functions behaviors A cosω(t − t0) with a

period T = 2π
ω = 1 yr, with a phase t0 = 152.5 day (June 2nd ) and

with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data, that is: (0.0215 ± 0.0026) cpd/kg/keV,
(0.0176 ± 0.0020) cpd/kg/keV and (0.0129 ± 0.0016) cpd/kg/keV for
the (2–4) keV, for the (2–5) keV and for the (2–6) keV energy inter-
vals, respectively. See text. The dashed vertical lines correspond to the
maximum of the signal (June 2nd ), while the dotted vertical lines cor-
respond to the minimum. The total exposure is 0.82 ton × yr

2 – 6 keV!

DAMA 2008!



DAMA Result Controversy!
•  Signal excluded by other experiments!
•  Could something else be modulating? !

–  100s of papers suggesting environmental backgrounds, internal 
backgrounds, experiment systematics… !

•  Is the threshold moving? Temperature change in electronics? Radon? Muons? !
–  No background explanation can successfully explain the signal!

IceCube Bootcamp 2015! Antonia Hubbard! 11!
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Fig. 1. The temporal behavior of the South Pole stratosphere from May 2007 to April 2009 is compared to IceTop DOM counting rate and
the high energy muon rate in the deep ice. (a) The temperature profiles of the stratosphere at pressure layers from 20 hPa to 100 hPa where
the first cosmic ray interactions happen. (b) The IceTop DOM counting rate (black -observed, blue -after barometric correction) and the surface
pressure (orange). (c) The IceCube muon trigger rate and the calculated effective temperature (red).

is sparse during the winter when the balloons do not
reach high altitudes, and satellite based soundings fail
to return reliable data. For such periods NOAA derives
temperatures from their models. We utilize both the
ground-based data and satellite measurements/models
for our analysis.

A. Barometric effect
In first order approximation, the simple correlation

between log of rate change ∆{lnR} and the surface
pressure change ∆P is

∆{lnR} = β ·∆P (1)

where β is the barometric coefficient.
As shown by the black line in the Figure 1b, the

observed IceTop DOM counting rate varies by ±10% in
anti-correlation with surface pressure, and the barometric
coefficient is determined to be β = −0.42%/hPa. Using
this value, the pressure corrected scaler rate is plotted
as the smoother line (blue) in Figure 1b. The cosmic
ray shower rate detected by the IceTop array also varies
by ±17% in anti-correlation with surface pressure, and
can be corrected with a β value of −0.77%/hPa. As
expected [3], the IceCube muon rate shown in Figure
1c is not correlated with surface pressure. However,
during exceptional stratospheric temperature changes,
the second order temperature effect on pressure becomes
large enough to cause anti-correlation of the high energy
muon rate with the barometric pressure. During such

events the effect directly reflects sudden stratospheric
density changes, specifically in the ozone layer.

B. Seasonal Temperature Modulation
Figure 1 clearly demonstrates the seasonal temper-

ature effect on the rates. The IceTop DOM counting
rate, after barometric correction, shows ±5% negative
temperature correlation. On the other hand, the IceCube
muon rate is positively correlated with ±10% seasonal
variation.
From the phenomenological studies [4][5], it is known

that correlation between temperature and muon intensity
can be described by the effective temperature Teff ,
defined by the weighted average of temperatures from
the surface to the top of the atmosphere. Teff approxi-
mates the atmosphere as an isothermal body, weighting
each pressure layer according to its relevance to muon
production in atmosphere [5][6].
The variation of muon rate ∆Rµ/ < Rµ > is related

to the effective temperature as
∆Rµ

< Rµ >
= αT

∆Teff

< Teff >
, (2)

where αT is the atmospheric temperature coefficient.
Using balloon and satellite data for the South Pole

atmosphere, we calculated the effective temperature as
the red line in Figure 1c. We see that it traces the
IceCube muon rate remarkably well. The calculated
temperature coefficient αT = 0.9 for the IceCube muon

Figure 2. Upper panel: cosmic muon signal measured by Borexino as a function of time. Lower panel:
e↵ective temperature, Te↵, computed using eq. 5.2 and averaging over the four daily measurements.
Daily binning is used in both panels. The curves show the sinusoidal fit to the data (see text).

Figure 3. Cosmic muon flux: four years data set folded onto a one year period. Daily binning. The
curve shows the sinusoidal fit to the data (see text).

where the approximation may be done considering that the temperature is measured at
discrete atmospheric levels, X

n

.
Figure 4 shows the temperature in the atmosphere for the LNGS site and the weight

function, W , as functions of the pressure levels. As can be seen, the higher layers of the
atmosphere are given higher weights, as it is in these layers that most of the muons energetic
enough to reach underground sites are produced. Muons produced at a lower altitude will
be on average less energetic and a larger fraction of them will lie below threshold (Ethr).
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2 ATMOSPHERIC VARIATION
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Fig. 1. The temporal behavior of the South Pole stratosphere from May 2007 to April 2009 is compared to IceTop DOM counting rate and
the high energy muon rate in the deep ice. (a) The temperature profiles of the stratosphere at pressure layers from 20 hPa to 100 hPa where
the first cosmic ray interactions happen. (b) The IceTop DOM counting rate (black -observed, blue -after barometric correction) and the surface
pressure (orange). (c) The IceCube muon trigger rate and the calculated effective temperature (red).

is sparse during the winter when the balloons do not
reach high altitudes, and satellite based soundings fail
to return reliable data. For such periods NOAA derives
temperatures from their models. We utilize both the
ground-based data and satellite measurements/models
for our analysis.

A. Barometric effect
In first order approximation, the simple correlation

between log of rate change ∆{lnR} and the surface
pressure change ∆P is

∆{lnR} = β ·∆P (1)

where β is the barometric coefficient.
As shown by the black line in the Figure 1b, the

observed IceTop DOM counting rate varies by ±10% in
anti-correlation with surface pressure, and the barometric
coefficient is determined to be β = −0.42%/hPa. Using
this value, the pressure corrected scaler rate is plotted
as the smoother line (blue) in Figure 1b. The cosmic
ray shower rate detected by the IceTop array also varies
by ±17% in anti-correlation with surface pressure, and
can be corrected with a β value of −0.77%/hPa. As
expected [3], the IceCube muon rate shown in Figure
1c is not correlated with surface pressure. However,
during exceptional stratospheric temperature changes,
the second order temperature effect on pressure becomes
large enough to cause anti-correlation of the high energy
muon rate with the barometric pressure. During such

events the effect directly reflects sudden stratospheric
density changes, specifically in the ozone layer.

B. Seasonal Temperature Modulation
Figure 1 clearly demonstrates the seasonal temper-

ature effect on the rates. The IceTop DOM counting
rate, after barometric correction, shows ±5% negative
temperature correlation. On the other hand, the IceCube
muon rate is positively correlated with ±10% seasonal
variation.
From the phenomenological studies [4][5], it is known

that correlation between temperature and muon intensity
can be described by the effective temperature Teff ,
defined by the weighted average of temperatures from
the surface to the top of the atmosphere. Teff approxi-
mates the atmosphere as an isothermal body, weighting
each pressure layer according to its relevance to muon
production in atmosphere [5][6].
The variation of muon rate ∆Rµ/ < Rµ > is related

to the effective temperature as
∆Rµ

< Rµ >
= αT

∆Teff

< Teff >
, (2)

where αT is the atmospheric temperature coefficient.
Using balloon and satellite data for the South Pole

atmosphere, we calculated the effective temperature as
the red line in Figure 1c. We see that it traces the
IceCube muon rate remarkably well. The calculated
temperature coefficient αT = 0.9 for the IceCube muon

Figure 2. Upper panel: cosmic muon signal measured by Borexino as a function of time. Lower panel:
e↵ective temperature, Te↵, computed using eq. 5.2 and averaging over the four daily measurements.
Daily binning is used in both panels. The curves show the sinusoidal fit to the data (see text).

Figure 3. Cosmic muon flux: four years data set folded onto a one year period. Daily binning. The
curve shows the sinusoidal fit to the data (see text).

where the approximation may be done considering that the temperature is measured at
discrete atmospheric levels, X

n

.
Figure 4 shows the temperature in the atmosphere for the LNGS site and the weight

function, W , as functions of the pressure levels. As can be seen, the higher layers of the
atmosphere are given higher weights, as it is in these layers that most of the muons energetic
enough to reach underground sites are produced. Muons produced at a lower altitude will
be on average less energetic and a larger fraction of them will lie below threshold (Ethr).
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DAMA Controversy: Muons 
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2 ATMOSPHERIC VARIATION

 180

 200

 220

 240

 260

Tp  [K
]

(a)

p=20-30hPa
30-40hPa
40-50hPa
50-60hPa
60-70hPa
70-80hPa

80-100hPa

 1200

 1300

 1400

 1500

 1600

 1700

 640

 660

 680

 700

 720

 740

Ic
eT

op
 D

O
M

 c
ou

nt
. [

H
z]

Pr
es

su
re

 [h
Pa

]

(b)

Observed
Pressure corrected

Pressure

 900

 1000

 1100

 1200

05/01
2007

07/01
2007

09/01
2007

11/01
2007

01/01
2008

03/01
2008

05/01
2008

07/01
2008

09/01
2008

11/01
2008

01/01
2009

03/01
2009

 180

 200

 220

 240

Ic
eC

ub
e 

m
uo

n 
ra

te
 [H

z]

T e
ff 

[K
]

(c)

Observed
Teff

Fig. 1. The temporal behavior of the South Pole stratosphere from May 2007 to April 2009 is compared to IceTop DOM counting rate and
the high energy muon rate in the deep ice. (a) The temperature profiles of the stratosphere at pressure layers from 20 hPa to 100 hPa where
the first cosmic ray interactions happen. (b) The IceTop DOM counting rate (black -observed, blue -after barometric correction) and the surface
pressure (orange). (c) The IceCube muon trigger rate and the calculated effective temperature (red).

is sparse during the winter when the balloons do not
reach high altitudes, and satellite based soundings fail
to return reliable data. For such periods NOAA derives
temperatures from their models. We utilize both the
ground-based data and satellite measurements/models
for our analysis.

A. Barometric effect
In first order approximation, the simple correlation

between log of rate change ∆{lnR} and the surface
pressure change ∆P is

∆{lnR} = β ·∆P (1)

where β is the barometric coefficient.
As shown by the black line in the Figure 1b, the

observed IceTop DOM counting rate varies by ±10% in
anti-correlation with surface pressure, and the barometric
coefficient is determined to be β = −0.42%/hPa. Using
this value, the pressure corrected scaler rate is plotted
as the smoother line (blue) in Figure 1b. The cosmic
ray shower rate detected by the IceTop array also varies
by ±17% in anti-correlation with surface pressure, and
can be corrected with a β value of −0.77%/hPa. As
expected [3], the IceCube muon rate shown in Figure
1c is not correlated with surface pressure. However,
during exceptional stratospheric temperature changes,
the second order temperature effect on pressure becomes
large enough to cause anti-correlation of the high energy
muon rate with the barometric pressure. During such

events the effect directly reflects sudden stratospheric
density changes, specifically in the ozone layer.

B. Seasonal Temperature Modulation
Figure 1 clearly demonstrates the seasonal temper-

ature effect on the rates. The IceTop DOM counting
rate, after barometric correction, shows ±5% negative
temperature correlation. On the other hand, the IceCube
muon rate is positively correlated with ±10% seasonal
variation.
From the phenomenological studies [4][5], it is known

that correlation between temperature and muon intensity
can be described by the effective temperature Teff ,
defined by the weighted average of temperatures from
the surface to the top of the atmosphere. Teff approxi-
mates the atmosphere as an isothermal body, weighting
each pressure layer according to its relevance to muon
production in atmosphere [5][6].
The variation of muon rate ∆Rµ/ < Rµ > is related

to the effective temperature as
∆Rµ

< Rµ >
= αT

∆Teff

< Teff >
, (2)

where αT is the atmospheric temperature coefficient.
Using balloon and satellite data for the South Pole

atmosphere, we calculated the effective temperature as
the red line in Figure 1c. We see that it traces the
IceCube muon rate remarkably well. The calculated
temperature coefficient αT = 0.9 for the IceCube muon

Figure 2. Upper panel: cosmic muon signal measured by Borexino as a function of time. Lower panel:
e↵ective temperature, Te↵, computed using eq. 5.2 and averaging over the four daily measurements.
Daily binning is used in both panels. The curves show the sinusoidal fit to the data (see text).

Figure 3. Cosmic muon flux: four years data set folded onto a one year period. Daily binning. The
curve shows the sinusoidal fit to the data (see text).

where the approximation may be done considering that the temperature is measured at
discrete atmospheric levels, X

n

.
Figure 4 shows the temperature in the atmosphere for the LNGS site and the weight

function, W , as functions of the pressure levels. As can be seen, the higher layers of the
atmosphere are given higher weights, as it is in these layers that most of the muons energetic
enough to reach underground sites are produced. Muons produced at a lower altitude will
be on average less energetic and a larger fraction of them will lie below threshold (Ethr).
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DAMA max! Argument: The DAMA signal may 
be muons or muon-induced 
neutrons. Blum 1110.0857!

The muon signal may be 
amplified by cascades of events 
following muons. !
Nygren 1102.0815!

A second modulation could 
combine with muons to be in 
phase with DAMA. !
Davis 1407.1052!

No. The muon rate is not high enough, 
and it is out of phase with the 
modulation. Bernabei 1202.4179, 
Fernandez-Martinez 1204.5180!

This has not been observed in DAMA. 
Bernabei 1202.4179!

No second modulation has been 
shown to produce this.!
Bernabei 1409.3516, !
Klinger 1503.07225!

2 ATMOSPHERIC VARIATION
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Fig. 1. The temporal behavior of the South Pole stratosphere from May 2007 to April 2009 is compared to IceTop DOM counting rate and
the high energy muon rate in the deep ice. (a) The temperature profiles of the stratosphere at pressure layers from 20 hPa to 100 hPa where
the first cosmic ray interactions happen. (b) The IceTop DOM counting rate (black -observed, blue -after barometric correction) and the surface
pressure (orange). (c) The IceCube muon trigger rate and the calculated effective temperature (red).

is sparse during the winter when the balloons do not
reach high altitudes, and satellite based soundings fail
to return reliable data. For such periods NOAA derives
temperatures from their models. We utilize both the
ground-based data and satellite measurements/models
for our analysis.

A. Barometric effect
In first order approximation, the simple correlation

between log of rate change ∆{lnR} and the surface
pressure change ∆P is

∆{lnR} = β ·∆P (1)

where β is the barometric coefficient.
As shown by the black line in the Figure 1b, the

observed IceTop DOM counting rate varies by ±10% in
anti-correlation with surface pressure, and the barometric
coefficient is determined to be β = −0.42%/hPa. Using
this value, the pressure corrected scaler rate is plotted
as the smoother line (blue) in Figure 1b. The cosmic
ray shower rate detected by the IceTop array also varies
by ±17% in anti-correlation with surface pressure, and
can be corrected with a β value of −0.77%/hPa. As
expected [3], the IceCube muon rate shown in Figure
1c is not correlated with surface pressure. However,
during exceptional stratospheric temperature changes,
the second order temperature effect on pressure becomes
large enough to cause anti-correlation of the high energy
muon rate with the barometric pressure. During such

events the effect directly reflects sudden stratospheric
density changes, specifically in the ozone layer.

B. Seasonal Temperature Modulation
Figure 1 clearly demonstrates the seasonal temper-

ature effect on the rates. The IceTop DOM counting
rate, after barometric correction, shows ±5% negative
temperature correlation. On the other hand, the IceCube
muon rate is positively correlated with ±10% seasonal
variation.
From the phenomenological studies [4][5], it is known

that correlation between temperature and muon intensity
can be described by the effective temperature Teff ,
defined by the weighted average of temperatures from
the surface to the top of the atmosphere. Teff approxi-
mates the atmosphere as an isothermal body, weighting
each pressure layer according to its relevance to muon
production in atmosphere [5][6].
The variation of muon rate ∆Rµ/ < Rµ > is related

to the effective temperature as
∆Rµ

< Rµ >
= αT

∆Teff

< Teff >
, (2)

where αT is the atmospheric temperature coefficient.
Using balloon and satellite data for the South Pole

atmosphere, we calculated the effective temperature as
the red line in Figure 1c. We see that it traces the
IceCube muon rate remarkably well. The calculated
temperature coefficient αT = 0.9 for the IceCube muon

Figure 2. Upper panel: cosmic muon signal measured by Borexino as a function of time. Lower panel:
e↵ective temperature, Te↵, computed using eq. 5.2 and averaging over the four daily measurements.
Daily binning is used in both panels. The curves show the sinusoidal fit to the data (see text).

Figure 3. Cosmic muon flux: four years data set folded onto a one year period. Daily binning. The
curve shows the sinusoidal fit to the data (see text).

where the approximation may be done considering that the temperature is measured at
discrete atmospheric levels, X

n

.
Figure 4 shows the temperature in the atmosphere for the LNGS site and the weight

function, W , as functions of the pressure levels. As can be seen, the higher layers of the
atmosphere are given higher weights, as it is in these layers that most of the muons energetic
enough to reach underground sites are produced. Muons produced at a lower altitude will
be on average less energetic and a larger fraction of them will lie below threshold (Ethr).
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New annual modulation experiments must understand their 
muon backgrounds and provide new information!!



The DM-Ice Concept !
•  Complement DAMA and 

study modulation!
–  NaI(Tl) detector of similar size 

and threshold!
•  Minimize potential 

modulating background!
–  Constant temperature!

•  Constant -20° C!
–  Understand muon 

background!
•  IceCube coincidence!

–  Neutron moderation!
•  Water ice!

–  Clean environment!
•  2500m overburden!
•  U, Th ~ 0.1 – 1 ppt!
•  K ~ 0.1- 1 ppb!

IceCube Bootcamp 2015! Antonia Hubbard! 13!

Southern hemisphere 
muons (IceCube)!

Northern hemisphere 
muons (IceCube)!

DAMA phase!



DM-Ice!

IceCube Bootcamp 2015! Antonia Hubbard! 14!

local muon veto!

15
0 

cm
!

DM-Ice250 1RUWK! DM-Ice250 6oXth!

local muon veto!

15
0 

cm
!

DM-Ice250 1RUWK! DM-Ice250 6oXth!

DM-Ice17!
Determine feasibility!

DM-Ice250!
Set limits!

DM-Ice37!
Detector R&D!

DM-Ice is a phased 
program that will run in 
both hemispheres to 
test the dark matter 
interpretation of the 
DAMA modulation!

Southern!

Northern!

Southern!

Northern!



IceCube Neutrino Observatory!

•  5160 PMTs in 1km3!

–  1500 – 2500 m deep!
– Neutrinos: up-going!
– Atm. muons: down-going!

IceCube Bootcamp 2015! Antonia Hubbard! 15!

Neutrinos are !
1/106 events! !



DM-Ice17 Goals!
•  Illustrate feasibility of 

NaI(Tl) detector in 
South Pole ice !

•  Environmental studies!
– Backgrounds, stability!

•  IceCube muon 
coincidence!

IceCube Bootcamp 2015! Antonia Hubbard! 16!



DM-Ice17!

IceCube Bootcamp 2015! Antonia Hubbard! 17!

Summer 2010! October 2010! December 2010!



DM-Ice17 Data!

•  Stable data taking 
since January 2011!
–  99% uptime !

•  Calibrated using 
internal contamination!
–  Source runs taken 

before deployment!

IceCube Bootcamp 2015! Antonia Hubbard! 18!
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Low Energy Background Model!

IceCube Bootcamp 2015! Antonia Hubbard! 19!

)eeEnergy (keV
10 20 30 40 50 60 70 80 90 100

co
un

ts
 / 

da
y 

/ k
eV

 / 
kg

5

10

15

20

25

30

35

40

45

50
  Det-1 Data
 Simulation Total

  NaI
  Light Guides
 PMTs
 Pressure Vessel

  Drill Ice
  Copper

2 4 6 8 10 12 14 16 180

5

10

15

20

210Pb 

210Pb 

125I 

125I X-rays 
212Pb 

keV 

40K 
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from NaI(Tl) and PMTs!
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DM-Ice 2014!



Cosmogenic Activation!

IceCube Bootcamp 2015! Antonia Hubbard! 20!
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Short-lived isotopes verify the energy calibration!

DM-Ice 2014!

125I verification through 
half-life, measured to be 
59.4±2.7 days, consistent 
with the quoted value of 
59.40±0.01 days!



Muon Background!
•  ~3 muons/crystal/day!
•  Identified through energy and pulse shape!
•  Modulation agrees with IceCube observations!

IceCube Bootcamp 2015! 21!
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IceCube Coincidence!
DM-Ice goals: verify 
muon identification; 
provide energy, 
direction!
!
IceCube goals: 
improve 
reconstructions with 
known location along 
track!

IceCube Bootcamp 2015! Antonia Hubbard! 22!
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Coincidence Results!
•  Up to 93% (33%) of Det-1 (2) muons are coincident!
•  Including DM-Ice’s location lowers the reconstruction 

fail rate and verifies precision!
–  Fewer misreconstructions particularly for low energy !

IceCube Bootcamp 2015! Antonia Hubbard! 24!

Det-1! Det-2!



DM-Ice!

IceCube Bootcamp 2015! Antonia Hubbard! 25!

local muon veto!

15
0 

cm
!

DM-Ice250 1RUWK! DM-Ice250 6oXth!

local muon veto!

15
0 

cm
!

DM-Ice250 1RUWK! DM-Ice250 6oXth!

DM-Ice17!
Determine feasibility!

DM-Ice250!
Set limits!

DM-Ice37!
Detector R&D!

DM-Ice is a phased 
program that will run in 
both hemispheres to 
test the dark matter 
interpretation of the 
DAMA modulation!

Southern!

Northern!

Southern!

Northern!



DM-Ice37!

IceCube Bootcamp 2015! Antonia Hubbard! 26!

•  2-18.3 kg crystals 
running at Boulby!

•  Background 
reduction from !

    DM-Ice/ANAIS/       !
    KIMS effort!

Crystals 40K [mBq/kg] 210Pb [µBq/kg] 228Ra-208Tl 
DM-Ice17 17 1500 160 
DAMA 0.6 24.2  8.5 
In progress 1.5 188 2 



Future of DM-Ice!
•  DM-Ice37!

– Reached 3 dru background!
– R&D to get cleaner!

•  Goal < 1 dru!
•  DM-Ice17: 7.9 dru!

•  DM-Ice250 North!
– Boulby: clean, well modeled 

environment!
•  ZEPLIN shielding available!

•  DM-Ice250 South!
– Co-deployment with PINGU will 

be mutually-beneficial!
IceCube Bootcamp 2015! Antonia Hubbard! 27!

local muon veto!

15
0 

cm
!

DM-Ice250 1RUWK! DM-Ice250 6oXth!
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Conclusions!
•  This is an exciting time for dark matter!!
•  DM-Ice17: successful operation in the ice!

– Mutually beneficial analysis with IceCube!
•  R&D progressing swiftly!
•  DM-Ice250: unique position to definitively test DAMA 

by running in both hemispheres!

IceCube Bootcamp 2015! Antonia Hubbard! 28!

500 kg*years!



Questions? !

IceCube Bootcamp 2015! Antonia Hubbard! 29!

Questions?!



Direct Detection Experiments!

IceCube Bootcamp 2015! Antonia Hubbard! 30!

Scintillation!
DM-Ice!
DAMA!
ANAIS!
SABRE!
KIMS!

Ionization!
CoGeNT!
COUPP!

PICASSO!
DRIFT!
PICO!

Calorimetry!
CRESST-I!
CUORE!

CRESST-II!EDELWEISS!
CDMS!

XENON!
PandaX!

LUX!



DAMA Data!

IceCube Bootcamp 2015! Antonia Hubbard! 31!

Eur. Phys. J. C (2008) 56: 333–355 337

Fig. 2 Model-independent residual rate of the single-hit scintillation
events, measured by the new DAMA/LIBRA experiment in the (2–4),
(2–5) and (2–6) keV energy intervals as a function of the time. The
residuals measured by DAMA/NaI and already published in Refs. [11,
12] are also shown. The zero of the time scale is January 1st of the
first year of data taking of the former DAMA/NaI experiment. The
experimental points present the errors as vertical bars and the asso-
ciated time bin width as horizontal bars. The superimposed curves
represent the cosinusoidal functions behaviors A cosω(t − t0) with a

period T = 2π
ω = 1 yr, with a phase t0 = 152.5 day (June 2nd ) and

with modulation amplitudes, A, equal to the central values obtained
by best fit over the whole data, that is: (0.0215 ± 0.0026) cpd/kg/keV,
(0.0176 ± 0.0020) cpd/kg/keV and (0.0129 ± 0.0016) cpd/kg/keV for
the (2–4) keV, for the (2–5) keV and for the (2–6) keV energy inter-
vals, respectively. See text. The dashed vertical lines correspond to the
maximum of the signal (June 2nd ), while the dotted vertical lines cor-
respond to the minimum. The total exposure is 0.82 ton × yr

However, the hypothesis of equilibrium for the 238U chain in
the detectors is not confirmed by the study of the energy
distributions of the a particles, which can allow in principle the
determination of the various contributions from the 238U
subchains. In Fig. 8, we show—as an example—the distributions
of a from 238U and 232Th chains in some of the new NaI(Tl) crystals
as collected in a live time of 570 h; there the a energies are given
in keV electron equivalent.

In particular, starting from the low energy peak, the five a
peaks in the energy spectra of Fig. 8 can be associated with5: (i)
232Th ðQa ¼ 4:08 MeVÞ þ 238U ð4:27 MeVÞ; (ii) 234U ð4:86 MeVÞ þ
230Th ð4:77 MeVÞ þ 226Ra (4.87 MeV); (iii) 210Po ð5:41 MeVÞ þ
228Th ð5:52 MeVÞ þ 222Rn ð5:59 MeVÞ þ 224Ra (5.79 MeV); (iv)
218Po ð6:12 MeVÞ þ 212Bi ð6:21 MeVÞ þ 220Rn (6.41 MeV) and (v)
216Po (6.91 MeV). Thus, the contribution of each a decay has been
simulated and fitted to the experimental energy spectra (some
examples are given in Fig. 8) considering the 238U radioactive
chain split into five segments ð238U ! 234U ! 230Th ! 226Ra !
210Pb ! 206PbÞ and the 232Th chain at equilibrium.

The fit of the measured alpha spectra allows the determination
of the activities of the five 238U subchains and of the 232Th chain.
The results confirm the hypotheses that the 238U chain is broken
in these NaI(Tl) crystals. As an example in the detector ðdÞ of Figs.
6 and 8 the 232Th and 238U contents obtained by the fit are: (1)
8:5% 0:5mBq=kg of 232Th (that is, 2:1% 0:1 ppt, value in agreement
with the two determinations given above using the time–
amplitude and the Bi–Po analyses); (2) 4:4% 0:7mBq=kg for
238U ! 234U decay subchain (that is, 0:35% 0:06 ppt of 238U);

(3) 15:8% 1:6mBq=kg for 234U ! 230Th þ 230Th ! 226Ra decay
subchains (they all contribute to the same peak); (4) 21:7%
1:1mBq=kg for 226Ra ! 210Pb decay subchain and (5) 24:2%
1:6mBq=kg for 210Pb ! 206Pb decay subchain.

As it is clear e.g. from Fig. 8, the residual contaminants may be
slightly different even among detectors made from NaI(Tl) crystals
grown with the same selection of materials, purification processes
and protocols. In fact, some casual pollutions during the growth
and handling procedures may in principle be possible, being the
detectors built in an industrial environment. Differences may also
arise depending on the use of different bulks or on which part of a
crystallized bulk has been used to build the detector. In fact, the
purification during crystallization may be not uniform in the
whole bulk mass. Moreover, the uniformity of the contaminants
distribution inside the total material needed to construct each
part of the detectors cannot be assured. Obviously, casual
pollution may also occur when handling the detectors in
industrial environment or deep underground without the needed
extreme care.

5.3. natK

An estimate of the potassium content in the DAMA/LIBRA
crystals has been obtained investigating over large exposure the
presence of peculiar double coincidences. In fact, the 40K (0.0117%
of natK) also decays by EC to the 1461 keV level of 40Ar (b.r. 10.66%)
followed by X-rays/Auger electrons, that are contained in the
crystal with efficiency &1, and a 1461 keV de-excitation g. The
latter one can escape from one detector (hereafter A) and hit
another one, causing the double coincidence. The X-rays/Auger
electrons give rise in the detector A to a 3.2 keV peak, binding
energy of shell K in 40Ar.6

The experimental data have been analyzed searching for these
double coincidences; Fig. 9 shows as an example a scatter plot of
the energies of the detector A and all the other detectors involved
in the coincidence. It is evident a spot that correlates the 1461 keV
events in the other crystals with the 3.2 keV peak in crystal A. The
detection efficiency for such coincidences has been evaluated for
each crystal by Monte-Carlo code. The analysis has given for the
natK content in the crystals values not exceeding about 20 ppb. It is
worth noting that the identification of the 3.2 keV peak offers also
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Fig. 8. The a energy distributions in some of the NaI(Tl) crystals corresponding to a
live time of 570 h. The energy is given in keV electron equivalent.
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Fig. 9. Example of the analysis to determine natK contamination in one of the 25
crystals (see text). The scatter plot shows the low energy region of the considered
crystal, A, as a function of the energy detected in the other crystal involved in the
double coincidence. The threshold of each PMT is at single photoelectron level.
For comparison, the software energy threshold used in the data analyses of the
single-hit events for Dark Matter particle investigation: 2 keV, is shown as
continuous line.

5 It is worth noting that the a associated with the decays of 212Po and of 214Po
are not present in the shown a plots because they belong to a Bi–Po event and they
are mainly vetoed by the acquisition system (see later).

6 In the 76:3% 0:2% of the cases an electron from shell K ðEK ¼ 3:2 keVÞ is
involved in the process, in the 20:9% 0:1% an electron from shell L ðEL ¼ 0:3 keVÞ
and in 2:74% 0:02% electron from upper shells.

R. Bernabei et al. / Nuclear Instruments and Methods in Physics Research A 592 (2008) 297–315304

keV) when the data of DAMA/NaI and DAMA/LIBRA–phase1 are considered. It can
be inferred that positive signal is present in the (2–6) keV energy interval, while Sm

values compatible with zero are present just above. In fact, the Sm values in the (6–20)
keV energy interval have random fluctuations around zero with χ2 equal to 35.8 for
28 degrees of freedom (upper tail probability of 15%). All this confirms the previous
analyses. As previously done for the other data releases [2, 3, 7], the method also
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Figure 7: Energy distribution of the Sm variable for the total cumulative exposure
1.33 ton×yr. The energy bin is 0.5 keV. A clear modulation is present in the lowest
energy region, while Sm values compatible with zero are present just above. In fact,
the Sm values in the (6–20) keV energy interval have random fluctuations around zero
with χ2 equal to 35.8 for 28 degrees of freedom (upper tail probability of 15%).

allows the extraction of the the Sm values for each detector, for each annual cycle and
for each energy bin. The Sm are expected to follow a normal distribution in absence
of any systematic effects. Therefore, the variable x = Sm−⟨Sm⟩

σ
has been considered to

verify that the Sm are statistically well distributed in all the seven DAMA/LIBRA–
phase1 annual cycles, in all the sixteen energy bins (∆E = 0.25 keV in the (2–6) keV
energy interval) and in each detector. Here, σ are the errors associated to Sm and
⟨Sm⟩ are the mean values of the Sm averaged over the detectors and the annual cycles
for each considered energy bin. The distributions and their gaussian fits obtained for
the detectors are depicted in Fig. 8.

Defining χ2 = Σx2 – where the sum is extended over all the 112 (32 for the
detector restored after the upgrade in 2008) x values – χ2/d.o.f. values ranging from
0.72 to 1.22 are obtained (see Fig. 9–top); they are all below the 95% C.L. limit.
Thus the observed annual modulation effect is well distributed in all the 25 detectors
at 95% C.L.. The mean value of the 25 χ2/d.o.f. is 1.030, slightly larger than 1.
Although this can be still ascribed to statistical fluctuations (see before), let us ascribe
it to a possible systematics. In this case, one would derive an additional error to
the modulation amplitude measured in the (2–6) keV energy interval: ≤ 3 × 10−4

cpd/kg/keV, if quadratically combining the errors, or ≤ 2 × 10−5 cpd/kg/keV, if
linearly combining them. This possible additional error: ≤ 3% or ≤ 0.2%, respectively,
on the DAMA/LIBRA–phase1 modulation amplitude is an upper limit of possible

12

40K 

Spectrum 

Modulation 



Scintillation Mechanism!

Conduction band

Valence band

Activator 
excited states

Activator 
ground state

Quenching
Band gap

Scintillation 
photon Traps
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DM-Ice17 Data!

33!
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Pre-Deployment Source Runs!
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Boulby, UK 
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207Bi 

Calibration estimate 



Noise Removal!
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Muon Identification!
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Muons are identified with their high 
energy depositions and pulse 
shape variable using the pulse 
height (hi) at time (ti):  !

Expect 0 α, 3 γ in 
muon sample/year!



Coincidence Processing 

37 

DM-Ice17 observes a muon 

Was IceCube reading out? 
(Is Level2 data available?)  

Is there a Muon Filter/sDST 
MinBias/sDST NCh event within 

[-1,+6] µs of the DM-Ice17 muon? 

Deadtime 
(1.8%) 

No 

Yes 

Coincident:  
Run missing reconstructions 

Output coincident event 

No 

Yes 

No coincidence 

IceCube Bootcamp 2015 Antonia Hubbard 



Effect on Misreconstructions 

Detector! Total! Zenith!
> 90°!

Energy!
< 100GeV!

Distance !
> 20m!

Nan !
Reco!

Det-1 Traditional! 1072! 115! 62! 141! 5 !
Det-1 DM-Ice seed! 1072! 44! 23! 166! 0!

Det-2 Traditional! 594! 145! 23! 94! 1 !
Det-2 DM-Ice seed! 594! 100! 22! 111! 0!

•  Total number coincident: 1666 (43% coincident) 
•  Expected accidental coincidence/crystal ~ 20 
•  Misreconstruction rate reduced in Det-1 from 17% to 6.3%   
•  Improvement from NCh only 
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Reconstruction: Zenith & Azimuth!
•  Comparison of reconstruction parameters with/

without DM-Ice seeds confirms IceCube resolution!
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Energy!
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•  DM-Ice17 slightly prefers 
a higher energy 
reconstruction!
–  Through-going events!
–  Difference centered about 

84 ± 600 GeV!
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Muon energy [GeV]!

1400m !2200m!
1600m !2400m*!
1800m !2600m*!
2000m!
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Reconstruction Comparisons!
•  Distance of closest 

approach indicates room 
for improvement!

•  53% of events reconstruct 
closer with DM-Ice seed!

Antonia Hubbard! 41!
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•  Successful coincidence identification!
•  IceCube verifies DM-Ice muon tag!

– Energy and direction information!
•  DM-Ice17 offers a calibration tool for 

IceCube!
– Particularly for low energy!

•  Interest from low energy, calibration, and 
reconstruction working groups!

•  Future: optimization of reconstruction use, 
integration of IceTop, PINGU development!

Conclusions: DM-Ice17/IceCube!



DM-Ice37 Contamination!
•  Collective NaI(Tl) effort (DM-Ice, ANAIS, KIMS)!

– Goal set by DAMA: 1 dru in ROI!
– Currently: 3 dru above noise energies!

•  Noise removal in progress!
•  DM-Ice17: 8 dru!

–  3 mBq/kg 40K, 210Pb reduction in R&D!
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Significant improvements  
in location and PMTs 



DM-Ice37 Phosphorescence!
•  Phosphorescence 

observed with R&D 
crystals!

•  ~300 ms decay!
– Longer time in ice 

likely from older 
crystals!

– Exposure to 
radiation can 
produce crystal 
defects and traps!
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