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GALACTIC COSMIC RAYS:  
LOOSE ENDS OR SHAKING PILLARS? 
Pasquale Blasi - Gran Sasso Science Institute



“It is quite possible that future historians of science will close the chapter 
on cosmic rays with the fiftieth anniversary of Hess’s discovery” 

–from “Cosmic Rays” Bruno Rossi 1964
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Observation of 
charged Cosmic Rays
 Spectral  features —> Scales where interesting physics 
appears

 The  knee,  ankle  and  the  GZK  suppression  remain  the 
most evident features

 But, for the first time, features are appearing in the spectra 
of individual elements (H, He, C, …)

 Surprises from anti-matter (positrons, anti-N)

 Diffuse γ-ray (and ν) spectra unexpected

 PeVatrons missing in action…

 Loose ends? Or something foundational is cracking?  
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The cosmic-ray spectrum in 2023
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Spectra of Light Elements in CRs

 Spectra of  virtually all  elements show a 
feature at rigidity R~200 GV

 H and He show a bump at rigidity ~20 TV

 After  correcting  for  propagation  effects 
(which  depend  only  upon  rigidity)  the 
spectra  of  H  and  He  at  the  source  (still 
depending only upon rigidity) are required 
to be different! VERY SURPRISING!!!

P. Zuccon - UniTN & TIFPA Cosmic Rays in the MM Era - Paris 2022 7

Multi TeV proton flux features

CALET

ISS-CREAM
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Multi TeV proton flux features

What is the origin of these structures 
New features in the propagation?

Local sources ?



How do you get different slopes of H and He?

 Injection of He (on nuclei in general) is known to be more effective than that of H in 
DSA (Ellison, Jones & Eichler 1981; Caprioli, Dennis & Spitkovsky 2017) for high Mach number

 If the late phases of a SNR (Mach number <10) are important, the time integrated 
spectrum  of  H  can  be  made  steeper  than  He  (very  model  dependent)  (Malkov, 
Diamond, Dagdeev 2012)

 If  CRs are accelerated in star clusters,  spallation reactions of He can harden the 
spectrum of escaping He (PB & Morlino 2024)

 In this latter case, heavier nuclei cannot escape the star cluster (PB & Morlino 2024)



The origin of the break at 300 GV

 A  break  in  the  observed  spectra  can,  in 
principle,  either  be  due  to  a  break  in  the 
source  spectra  or  a  change  in  the  diffusion 
properties

 The difference between the two scenarios is 
that  only  in  the  second  case  the  break  is 
visible also in the Secondary/Primary ratios 
and it is twice as large!

 Observations show that this is an effect of 
TRANSPORT

Rigidity dependence of Primary and Secondary Cosmic Rays

Both deviate from a traditional single power law above 200 GeV. 
But their momentum dependences are distinctly different.
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CR clocks: Stable 
Elements

The B/C and B/O ratios confirm that the diffusion 
coefficient requires a break at about 300 GV—> 
TRANSPORT CHANGES 

 These ratios are all degenerate with respect to the ratio H/
D0 but they do fix such ratio (NOT H2/D, the diffusion time) 

 The ratio returns the energy dependence of D(E) 

 Recall that D(E) contains the microphysics of particle 
motion, for the first time we are getting detailed info on 
such microphysics.  
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FIG. 1. B/C and B/O ratios as derived by using our calcula-
tions (solid line) compared to recent AMS-02 data [4].

what lower Rb of 290GV to simultaneously fit He which
is still compatible with the fit provided in [58] within
their error bars. These assumptions reduce the number
of free parameters which describe the transport to 3.

The injection e�ciencies ✏a of the species C, N, O, Ne,
Mg, Si, S and Fe are set in such a way that the total flux
of each species match the AMS-02 data. That amounts
to additional 8 parameters. For other primary species,
in particular Na, Al, P, Ar, Ca, Cr, Mn and Ni, the
TRACER03 [59], CRISIS [60], and HEAO3-C2 [38] mea-
surements have been used to fix their abundances and
we do not include these normalizations as free parame-
ters in the best-fit search. Notice that the e�ciency ✏a
pertains to the injection of a given charge, including all
isotopes. We distribute the e�ciency ✏a among the iso-
topes in order to reproduce the isotopic abundance in the
interstellar medium (ISM) as measured in [61].

The solar modulation potential, �, and the injection
slope, �inj are two additional free parameters, bringing
the total number of free parameters to 13.

FIG. 2. Flux of Ne, Mg, Si and S (solid orange line) compared
to recent AMS-02 data. The shaded area shows the e↵ect of
cross section uncertainties on the predictions. The dashed
lines reflect the fluxes obtained by only including the primary
contribution (no secondary production). The red line shows
the expected flux for the given element, if the cross sections
of the main production channels of Mg are increased by 30%
and the primary component of Mg is adjusted accordingly.

To fit the propagation parameters against di↵erent
datasets we use the MINUIT package [62]. To ensure
that true minima are found, O(50) minimisations from
di↵erent starting points are carried out for all our anal-
yses. The quantity we minimise is the �2 computed for
the AMS-02 measurements of di↵erent datasets. Specifi-
cally, the total �2 is computed by summing the reduced
�2 computed over the ratios Be/C, B/C, Be/O, Ne/Mg,
Si/Mg, Ne/O, Mg/O, Si/O, and the absolute fluxes of B,
C, N, O, Ne, Mg, Si, and S [4, 26, 41]. To normalize the
S primary injection we make use of the AMS-02 prelimi-
nary data on the S absolute flux as reported in seminar
presentations 2. The absolute fluxes are fitted only for
rigidities larger than ⇠ 10 GV in order to minimize the
e↵ect of solar modulation (see also [30]).
Finally, for each dataset the total uncertainty is

computed by adding systematic and statistic errors in
quadrature (see also [17] for an attempt to take into ac-
count the correlation among systematics).

IV. RESULTS

A. Intermediate mass nuclei

The propagation parameters that best fit the data,
using the method described in §III are: � = 0.56,

2 See, e.g., https://indico.gssi.it/event/80/
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to be shown in these plots.
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FIG. 2: Boron-to-carbon (a) and boron-to-oxygen (b) flux ratios as functions of ki-

netic energy per nucleon. DAMPE measurements are shown by red filled dots, with error

bars and shaded bands representing the statistical and total uncertainties, respectively. The total

uncertainties are the sum in quadrature of the statistical and systematic ones. The blue dashed

lines show the fitting results for a GALPROP model with single power-law rigidity dependence of

the di↵usion coe�cient, and the red dashed lines are the results with a hardening of the di↵usion

coe�cient at 200 GV. In panel (a), other direct measurements by HEAO3 [6] (green circles), CRN

[7] (green squares), ATIC-2 [9] (cyan circles), CREAM-I [10] (cyan squares), TRACER [11] (or-

ange triangles), PAMELA [12] (orange circles), NUCLEON-KLEM [14] (magenta triangles) and

AMS-02 [16] (blue squares) are shown for comparison. In panel (b), the measurements of B/O by

HEAO3 [6] (green circles), CRN [7] (green squares), TRACER [11] (orange triangles) and AMS-02

[16] (blue squares) are shown. For the AMS-02 results [16], we convert the ratios from rigidity to

kinetic energy per nucleon assuming an atomic mass number of 10.7 for boron, 12.0 for carbon,

16.0 for oxygen, and a power-law spectrum of carbon (oxygen) with an index of �2.6. The error

bars of TRACER, CREAM-I, PAMELA, and AMS-02 data include both statistical and systematic

uncertainties added in quadrature. For HEAO3, CRN, ATIC-2, and NUCLEON data only the

statistical uncertainties are shown.

The boron, carbon, and oxygen candidates are selected with energy-independent charges

of [4.7, 5.3], [5.6, 6.4], and [7.6, 8.5], respectively. The total contamination of the boron

sample is found to be ⇠ 1% for deposited energies around 100 GeV and ⇠ 4.5% around
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CR clocks: Unstable 
Elements

Of the three isotopes of Beryllium, 10Be is 
unstable with a lifetime of 1.4 Myr and its 
decay leads to 10B. 

Its abundance, compared with that of the 
stable isotopes returns the confinement time 
in the Galaxy 

For 10Be with sufficiently high E the Lorentz 
boosted decay time become longer than the 
diffusion time 

3

thin disc, with a surface density is µ = 2.3 mg/cm
2
[45].

The weighted slab technique has been generalized here to

include two important effects: 1) the decay of unstable

nuclei; 2) the contribution to stable nuclei (such as
10
B)

from the decay of unstable isotopes (such as
10
Be).

The adoption of the weighted slab model is justified

for the description of the decay of
10
Be if such decays

take place outside the thickness h of the disc. It is easy

to check what are the constraints that this condition im-

poses on the energy per nucleon of the decaying nucleus.

The relevant time scales for CR transport in the disc are

the diffusion time scale h2/D(R) and the advection time

scale h/vA, where vA is the Alfvén speed. In order for

the model to be applicable we require that the decay of
10
Be takes place in the halo

γτd ≫ Min

!
h
2

2D
,
h

vA

"
,

where τd = t1/2/ ln 2 ∼ 2 Myr is the time scale for the

radioactive decay of
10
Be, γ is the Lorentz factor and

D(R) is the rigidity-dependent diffusion coefficient. As

in [44], we assume a diffusion coefficient that is spatially

constant and only dependent upon particles rigidity R:

D(R) = 2vAH + βD0
(R/GV)

δ

[1 + (R/Rb)
∆δ/s]s

, (1)

where D0 and δ are parameters that are fitted to the

data, mainly the B/C and B/O ratios as functions of

energy. The other parameters s, ∆δ and Rb are fixed

from observations of primary nuclei [44]: s = 0.1, ∆δ =

0.2, Rb = 312 GV. The functional form in Eq. (1), also

used in Ref. [44], is inspired to (but not limited to) the

models in which the diffusion coefficient is self-generated

by propagating CRs [8–10]. The plateau at low energies,

where advection dominates transport, was found in self-

generated models in Ref. [46].

Rather than determining vA from physical quantities,

some of which are very poorly known in the halo, we fit

the value of vA to the existing data on the fluxes of both

primary and secondary nuclei.

In Fig. 1 we illustrate the limits of validity of the as-

sumption of
10
Be decay outside the thin disc. The de-

pendence of the results on the size H of the halo is due

to the fact that the secondary-to-primary ratios approx-

imately fix the ratio of the normalization of the diffusion
coefficient and the halo size H. This implies that larger

halos require correspondingly larger diffusion coefficients.

From Fig. 1 it is clear that for H ≳ 2 kpc the Lorentz

boosted decay time is appreciably longer than the diffu-
sion time of the same nuclei in the Galactic disc. Even

for H ∼ 1 kpc, this condition is well satisfied for rigidity

≳ few GV. The advection time is irrelevant for transport

on spatial scales h ∼ 150 pc, being always much longer

than the diffusion timescale for values of vA ∼ 10 km/s.

It might be argued that the validity of the assumption

of
10
Be decay in the halo also depends upon the ansatz

that the diffusion coefficient in the disc is the same as

FIG. 1. Diffusion time scale in the disk h (solid orange lines)
and in the halo H (dashed orange lines) for three different
values of the halo size. We also show the Lorentz boosted
decay time of 10Be (blue solid line) and the advection time
scale to exit the disc (green dotted line).

in the halo. This is partially true. On the other hand,

if to consider the microphysics of particle transport, the

Galactic disc is a rather hostile environment for CR scat-

tering, because of severe ion-neutral damping of Alfvén

waves for CR energies below ∼ 100 GeV [see 17, and ref-

erences therein for a recent review]. This would imply

an even larger diffusion coefficient in the disc, thereby

making the condition of
10
Be decay in the halo easier to

fulfil.

The decay time of
10
Be becomes longer than the escape

time from the Galactic halo for rigidity above 10-100 GV,

depending on the size H of the halo, which is exactly the

reason why the measurement of the flux of this isotope

is sensitive to the parameter H.

The transport equation describing the propagation of

both stable and unstable nuclei in the context of the mod-

ified weighted slab approach reads:

− ∂
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where fa(p, z) is the distribution function of specie a in
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Effect of cross sections

The Be/B ratio is sensitive to the diffusion 
time, because the decays of 10Be decrease 
t h e n u m e r a t o r a n d i n c r e a s e t h e 
denominator 

 The AMS-02 data suggest a halo size larger 
than 5 kpc 

 The main source of uncertainty is related 
to the cross sections for Be and B 
production

7

FIG. 4. Left Panel: Ratio of Beryllium over Boron fluxes. The dotted line shows the case without decay for 10Be while the
other lines refer to different values of H, as labelled. Right Panel: ∆χ2 ≡ χ2 − χ2

min computed on the Be/B data as a function
of the halo size H. We show both the case where only the statistical errors are used (solid orange) and the case with the total
errors (solid blue). The best-fit reduced χ2’s are ∼3 and ∼0.85 in the two cases. The allowed maximum χ2 at 3σ
and 5σ are also indicated with dotted lines.

with the AMS-02 data on the ratios B/C (left panel) and

Be/C (right panel) for different values of H as labeled. In

these plots we show the total experimental uncertainty,

obtained summing in quadrature the statistical and sys-

tematic errors as published by the AMS-02 Collaboration

[4–6]. As expected, for low values of H, say ∼ 1 kpc, the

effect of
10
Be decay is weak, thereby leading to overes-

timating the Be/C ratio and underestimating the B/C

ratio.

In Fig. 3, as in the forthcomings figures, we plot also

the residual respect to experimental data, defined as the

”distance” between the theoretical expectation and data

divided by the total experimental error. As follows from

Fig. 3, the residual is always confined within 3σ, confirm-

ing a good accuracy of our fitting procedure.

The residuals clearly shows a preference for relatively

large values of the halo size, H ∼ 6 kpc. A similar con-

clusion can be drawn by considering the Be/O and B/O

ratios, not shown here. A quantitative assessment of the

significance of these fits will be discussed in Section III B

using the Beryllium over Boron ratio.

B. Beryllium over Boron ratio

In order to calculate the Be/B ratio, we solve the trans-

port equations for all isotopes of both beryllium (
7
Be,

9
Be and

10
Be) and boron (

10
B and

11
B). As we discuss

below, this ratio is more sensitive to the value of H with

respect to the secondary to primary ratios.

If all isotopes of Be were stable, the Be/B ratio at

rigidities above ∼ 10 GV would be a slowly decreasing

function of energy, up to about ∼ 200 GV, where the

spallation time of Be becomes appreciably longer than

the escape time from the Galaxy. The slight decrease re-

flects the fact that the total inelastic cross section scales

as ∝ A0.7
and boron (denominator) is slightly heavier

than beryllium. At higher rigidity, since the production

cross sections are basically independent of energy [44],

the Be/B ratio is expected to be constant. Moreover, the

spallation of Boron increases the amount of Beryllium

(numerator) at the same energy per nucleon. This be-

haviour is shown as a black dotted line in the left panel

of Fig. 4. At rigidities ≲ 10 GV the spallation cross sec-

tion acquires a small energy dependence which reflects in

the small increase with rigidity visible in the figure.

The AMS-02 data clearly show that the Be/B ratio

increases with rigidity at least up to ∼ 100 GV. The

simplest explanation of such a trend is based on the decay

of
10
Be at low rigidity, where decays occur faster than

escape. The coloured solid lines in the left panel of Fig. 4

show the results of our calculations for the best-fit to the

secondary-over-primary ratios for different values of H as

found in the previous Section.

The residuals are also shown in the bottom part of the

left panel of Fig. 4. In the right panel of the same Figure

we plot as a function of H the ∆χ2 (defined as the dif-
ference between the χ2

(H) and its minimum χ2
min)

Evoli et al. 2020 9
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FIG. 5. Predicted 10Be/9Be ratio for di↵erent values of the
halo size H. Data points are from the ISOMAX experi-
ment [40].

show the results of our calculations for the best-fit to the
secondary-over-primary ratios for di↵erent values of H as
found in the previous section.

The residuals are also shown in the bottom part of
the left panel of Fig. 4. In the right panel of the same
Figure we plot as a function of H the ��

2 (defined as
the di↵erence between the �2(H) and its minimum �

2
min)

computed on the Be/B data and assuming statistical and
systematic errors summed in quadrature (blue solid line)
from which one can infer that values ofH . 6 kpc are dis-
favoured at more than 99.73% of confidence (3�), while
H . 5 kpc appears to be excluded at more than 5�.
These two C.L.’s correspond to ��

2 = 9 and 25 respec-
tively. This result is in agreement with the estimates
based on the comparison between numerical models for
the CR electron distribution and the morphology of the
di↵use radio emission [52, 53].

It might be argued that the �
2 of the fit has a well-

defined statistical significance only with respect to sta-
tistical errors, although systematics (for instance in the
energy determination, but not only) can change the num-
ber of events that belong in a given rigidity bin. In the
right panel of Fig. 4 we also show the reduced �

2 as a
function of H as calculated with respect to the statistical
errors only. Clearly, the predictive power of the former
case is higher than the latter, although the statistical sig-
nificance gets smaller because of the very small statistical
error bars of AMS-02 data. Nevertheless, it leads to an
allowed range for H from ⇠6.5 kpc to ⇠7.5 kpc at 99.7%
of confindence level, with a best fit of H ⇠ 7 kpc, thereby

FIG. 6. The reduced �
2 indicator, calculated using statistical

errors only, is shown as a function of the halo size H for di↵er-
ent values of the normalization factor for the Be production
cross-sections fBe.

confirming the previous finding based on B/C and Be/C
ratios.

As pointed out in Sec. II, the weighted slab model
adopted here is not suitable to describe the transport of
unstable isotopes when the decay takes place inside the
thickness of the Galactic disc. This restricts the range
of applicability of our calculations to rigidities & few
GV. On the other hand, existing measurements of the
10Be/9Be ratio [37–41] are limited to sub-GV rigidities.
In the near future, the HELIX (High Energy Light Iso-
tope eXperiment) mission [54] aims at measuring this ra-
tio up to tens of GV. For the sole purpose of illustrating
the capabilities required of future experiments in order
to discriminate among di↵erent values of H, in Fig. 5 we
plot the expected 10Be/9Be ratio for di↵erent values of
H, compared with data points from ISOMAX [40] that
collected data reaching up to few GV rigidity.

We used as a benchmark case the one corresponding
to H = 6 kpc and asked the following question: how
good a measurement a future experiment should perform
in order to measure H within a given accuracy? From
Fig. 5 we infer that an accuracy better than 30% in the
measurement of the 10Be/9Be ratio is needed in order to
allow us to discriminate between H = 3 and H = 6 kpc.
An accuracy better than 10% is necessary to distinguish
between H = 6 and H = 9 kpc. This level of accuracy is
expected to be within reach for the HELIX mission [54].
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Change in D(E) from what to what?

 Short answer: we do not know

 At R<1000 TV CR can be self-confined through resonant streaming instability

 At R>1000 TV they have to rely upon pre-existing turbulence but…

 Alfvenic turbulence develops anisotropy

 Fast modes isotropic but possibly damped

 No easy way to a smooth transition from low to high energies (Kempski+2021)
10



Diffusion at high energies

 Many investigations of the scattering processes as due to mirrors (Lazarian & Xu 2021), 
intermittency (Lemoine  2024,  Kempski+2024),  resonances,  … FLRW (Pezzi  & PB 2024,  Recchia  & 
Gabici 2024)

 In general, D(E) in MHD turbulence strongly depends upon conditions in the plasma 
(plasma β,  δB/B, anisotropy…) but…

 The  rather  new  picture  of  scattering  as  due  to  curvature  in  intermittent  MHD 
turbulence (Lemoine 2024, Kempski+2024) appears very promising (though only δB/B>>1)

11



CR transport in intermittent turbulence

The (dominant?) role of the field line curvature

→ energization through curvature drift:

…  a dominant process in reconnection physics1

… field line curvature: 

… statistics of 𝜅:  a powerlaw a large values2,  p.d.f.(𝜅) ∝ 𝜅−2.5 ⇒ origin, connection to statistics of random force?

Refs.: 1. e.g. Drake+06, …, Dahlin+14, … 2. Schekochihin+01, Yang+19, Yuen+Lazarian20 3. Bandyopadhyay+20, Huang+20

3D MHD simulation2 Solar wind data3

© Bandyopadhyay+20© Yang+19

Field line curvature and spatial transport in magnetostatic turbulence?  
→ impact of field line curvature 𝜅:  

as a particle crosses a region where 𝜅𝑟𝑔 ≳ 1 ⇒ strong, non-adiabatic scattering
… ``magnetic field line curvature scattering’’ in magnetospheric physics1…

Refs.:  1. Chen+Palmadesso 86, Büchner+Zelenyi 89, …, Artemyev+13,…  2. Eyink+13, JHU database
3. Schekochihin+01, Yang+19, Yuen+Lazarian 20 4. M.L.23, Kempski+23,  see also Fielding+22

statistics of 𝜅𝑙𝑙 from MHD simulation2

→ in MHD turbulence:  
… statistics of 𝜅𝑙 non-Gaussian3 at 𝑙 ≪ ℓ𝑐: p. d. f. (𝜅) ∝ 𝜅−2.5

⇒ ∃ localized strong scattering events on all scales!
(here: strong turbulence, no guide field)

𝑩

𝑙

1/𝜅𝑙

→ consequences for transport4:  

… m.f.p. to strong scattering (𝜅𝑟𝑔 ≳ 1 ): 

… at small 𝑟𝑔, powerlaw tail guarantees sufficiently many 
regions exist to sustain scattering…

… mean free path comparable to most naïve QLT prediction strong scattering
events at 𝑙 ∼ 𝑟𝑔

Particle scattering on sharp magnetic field bends 9

(a) (b)

FIGURE 3. (a) Statistics of the curvature κl coarse grained on scale l (multiplied by l), as
measured through direct sampling in the JHU-MHD simulation, for various coarse-graining
scales, as indicated. Note that the y−axis shows xpκll(x) where x ≡ κll. The dotted line shows a
scaling pκll(x) ∝ x−2.5, for reference. (b) Same, for the normalized curvature κ̂l l. The dotted line
shows a scaling pκ̂ll(x) ∝ x−2.0, for reference. See text for details.

Yang et al. (2019) discuss two- and three-dimensional incompressible MHD as well
as two-dimensional kinetic simulations of large-amplitude turbulence (⟨δB2⟩1/2/B ∼ 1),
which yield sκ ≃ 2 in two dimensions and sκ ≃ 2.5 in three dimensions; Yuen & Lazarian
(2020) investigate compressible MHD turbulence with varying amplitudes to observe a
trend of slightly softer spectra with decreasing turbulence level; finally, Schekochihin et al.
(2001) examines a wholly different configuration, i.e. the sub-viscous range of high-Pm
turbulence, where the weak, small-scale magnetic field is stirred by a large-scale velocity
field; the observed index, sκ ≃ 2, agrees nicely with the theoretical model developed
therein. Quite remarkably, recent in situ measurements of the statistics of field line
curvature in the magnetosheath confirm those findings, in particular sκ ≃ 2.5 at large
curvature (Bandyopadhyay et al. 2020; Huang et al. 2020). That property thus appears
robust.

The coarse-grained variables κl span a family of distributions pκl
, each characterized

by the coarse-graining scale l. These distributions, more precisely the p.d.f.s of the
dimensionless quantities κl l (pκl l) and κ̂ll (pκ̂l l) are displayed in figure 3. They have been
obtained by direct sampling in the JHU-MHD simulation of incompressible turbulence,
as follows: for a given coarse-graining scale l, we extract at most (Lbox/l)3 data points
and at each point x, we compute κnum

l (x) = |bl × bl · ∇Bl|/|Bl| where Bl(x) denotes the
coarse-grained magnetic field on scale l at x; that quantity can be directly accessed using
the numerical tools of the database. Sampling variance implies that data on l ∼ ℓc (red
points in figure 3) display a substantial level of shot noise. The grid size $x also affects
the estimate, by introducing an effective maximal curvature scale κl ∼ 1/$x at all values
of l.

On scales l ∼ ℓc, the distribution of pκl l can be approximately described as Gaussian,
with a mean value ⟨κll⟩ ∼ 1, as could be expected on dimensional grounds. On smaller
length scales, the p.d.f.s develop power-law tails, signalling intermittency. For such broken
power-law distributions, the value of x = κll, where x pκll(x), finds its peak value provides
a fair estimate of ⟨κll⟩. That quantity is observed to scale approximately as predicted by
(2.3), i.e. (l/ℓc)

2/3. That mean value would provide a faithful description of the p.d.f. if the
latter were Gaussian, but it is not, and if one were to measure higher-order moments, they
would depart sharply from Gaussian scalings. At large values, the statistics of κll indeed
follow an approximate power law pκl l ∝ (κll)−2.5, while that of the normalized curvature

4  :�  19��9�3 ������
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Field line curvature and spatial transport in magnetostatic turbulence?  
→ impact of field line curvature 𝜅:  

as a particle crosses a region where 𝜅𝑟𝑔 ≳ 1 ⇒ strong, non-adiabatic scattering
… ``magnetic field line curvature scattering’’ in magnetospheric physics1…

Refs.:  1. Chen+Palmadesso 86, Büchner+Zelenyi 89, …, Artemyev+13,…  2. Eyink+13, JHU database
3. Schekochihin+01, Yang+19, Yuen+Lazarian 20 4. M.L.23, Kempski+23,  see also Fielding+22

statistics of 𝜅𝑙𝑙 from MHD simulation2

→ in MHD turbulence:  
… statistics of 𝜅𝑙 non-Gaussian3 at 𝑙 ≪ ℓ𝑐: p. d. f. (𝜅) ∝ 𝜅−2.5

⇒ ∃ localized strong scattering events on all scales!
(here: strong turbulence, no guide field)

𝑩

𝑙

1/𝜅𝑙

→ consequences for transport4:  

… m.f.p. to strong scattering (𝜅𝑟𝑔 ≳ 1 ): 

… at small 𝑟𝑔, powerlaw tail guarantees sufficiently many 
regions exist to sustain scattering…

… mean free path comparable to most naïve QLT prediction strong scattering
events at 𝑙 ∼ 𝑟𝑔

Scattering length with the same 
scaling on lc and energy as would 
be  expected  for  a  Kolmogorov 
spectrum,  but  no  connection 
with such a case

The result basically derives from 
the  non-Gaussian  statistics  of 
curvatures in MHD turbulence

Lemoine 2024
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LHAASO Knee

4

and the Gaisser H3a model as examples in the Supple-
mental Material [23]. This suggests that the composition
of the cosmic rays does not significantly impact the ac-
curacy of the energy reconstruction based on Neµ. The
di↵erences of parameters p0 and p1 in energy reconstruc-
tion formulas for di↵erent composition models (such as
Gaisser H3a [34], Horandel [35], GST [36] and GSF [37])
are very small, as shown in Table S1 of the Supplemental
Material [23]. Therefore, the energy reconstruction for-
mulas for each high-energy hadronic interaction models
are based on the average parameters of four composition
models, as shown in Table S2 of the Supplemental Mate-
rial [23]. Di↵erent hadronic interaction models result in
energy reconstruction formulas with little di↵erence, so
the average one is used to reconstruct cosmic ray energy,
which is log

10
(E/GeV) = 2.791 + 0.993 · log

10
(Neµ).

All-particle energy spectrum of cosmic rays.—The core
location, direction, and energy of a shower are recon-
structed, and the binned flux can be calculated using the
following formula

J(E) =
�N(E)

�E ·Ae↵ · T , (3)

where �N represents the number of events per energy
bin in a given time interval T , and Ae↵ represents the
geometric aperture. To validate this method, simulation
data are analyzed in the same way, and the results are
presented in Fig. S6 of the Supplemental Material [23],
which confirm that our method can reproduce all the
input spectra with high accuracy.
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FIG. 1. The LHAASO-KM2A all-particle energy spectrum flux
multiplied by E2.75 as a function of energy. The gray shadow band
represents the estimated systematic uncertainties. The results of
the HAWC [38], CASA-MIA [15], Tibet-III [6], KASCADE [11],
IceCube/IceTop [9, 10] are also plotted for comparison. The error
bars represent the statistical uncertainties.

The all-particle energy spectrum of primary cosmic
rays is calculated following Eq. (3) within the energy
range of 0.3 to 30 PeV, as shown in Fig.1 from which the
knee structure is clearly visible.

The systematic error of the spectrum is considered as
follows. The single particle calibration uncertainty of

one ED and MD is less than 2% [39] and 0.5% [33], re-
spectively. At 300 TeV, the average number of triggered
EDs and MDs is approximately 200 and 50, respectively.
Therefore, the measurement uncertainty of Ne and Nµ

are both less than 0.15%, which contribute a negligible
uncertainty on all-particle energy spectrum. The impact
of local variations in air pressure on the results of this
study is estimated to be approximately ±3%. The sys-
tematic uncertainty observed between di↵erent composi-
tion models, such as Gaisser H3a, Horandel, GST, and
GSF models, are found to be less than ±1.5%. The in-
fluence of QGSJETII-04, EPOS-LHC, and SIBYLL-2.3d
high-energy hadronic interaction models on the flux sys-
tematic uncertainty is approximately ±2.5% as shown in
Fig. S9 of the Supplemental Material [23]. The shadow
band in Fig. 1 represents the systematic uncertainties as-
sociated with air pressure, composition models, and dif-
ferent high-energy hadronic interaction models. A com-
parison of these systematic errors can be found in Ta-
ble S3 of the Supplemental Material [23]. The values of
the all-particle energy spectrum, along with the corre-
sponding statistical and combined systematic uncertain-
ties (excluding the uncertainty from hadronic interaction
models), can be found in Table S5 of the Supplemental
Material [23].
The AS� experiment shows that the di↵erence between

the pure proton and pure iron primary models becomes
larger in the lower energy region, where the di↵erence in
the intensities between the two models exceeds a factor
of 3 at 1014 eV [6]. The IceTop-73 results show that the
di↵erence of energy spectrum intensities between assum-
ing pure proton and pure iron models exceeds a factor
of 1.5 at 2 PeV [40]. Of course, the extreme cases of
pure proton and pure iron do not reflect reality. In this
work, the flux di↵erence between the pure proton and
pure iron models is approximately 12%, which is better
by more than a factor of 10 than that of previous ex-
periments and thus allows for a more robust and reliable
estimation of the primary energy of cosmic rays.
Figure 3 shows the spectrum fitted with the following

formula [11, 41]

J(E) = �0 · (E)�1

✓
1 +

✓
E

Eb

◆s◆(�2��1)/s

(4)

where Eb corresponds to the knee position, �1 and �2 are
spectral asymptotic slopes before and after knee, s is the
sharpness parameter of the knee. According to our fitting
results, the knee position is at 3.67 ± 0.05 ± 0.15 PeV,
where the first term is statistical error and the second
is systematic error. The spectral indices are �2.7413 ±
0.0004 ± 0.0050 and �3.128 ± 0.005 ± 0.027 before and
after the knee, respectively. The energy spectral index
changes 0.387± 0.005± 0.027 before and after the knee,
with the sharpness of the transition measured at 4.2 ±
0.1 ± 0.5. This study represents one of the most precise
measurements of the all-particle energy spectrum to date.
The numerical values for di↵erent high-energy hadronic

5

interaction models are summarized in Table S4 of the
Supplemental Material [23].

Mean logarithmic mass of cosmic rays.—According to
the Matthews-Heitler model [24], the muon content of a
cosmic ray shower is dependent on its composition and
energy as follows:

Nµ/A ·
✓

E

A · "c

◆�

(5)

where A represents the mass of the cosmic ray, with a
value of 1 for a proton and 56 for iron. Additionally,
"c refers to the critical energy at shower maximum [42].
According to Eq. (5), given the energy, the relation-
ship between the mean of the logarithmic muon content
[hln(Nµ)i] and the mean logarithmic mass of cosmic rays
[hln(A)i] can be determined

hln(Nµ)i = x0 + x1 · hln(A)i. (6)

The parameters x0 indicate the proton hln(Nµ)iH and
x1 indicate 1 � � [43]. These parameters are obtained
through fitting simulation data. To reduce the statistical
fluctuation of the simulation data, the energy interval of
the simulation data is set to 0.2, as shown in the left
plot of Fig. S7 of Supplemental Material [23]. These
parameters, x0 and x1, exhibit variations with energy
within the energy range of log

10
(Erec/GeV) =5.5 and

7.5, as shown in Fig. S7 of Supplemental Material [23]
using the QGSJETII-04 model as an example. By fitting
the relationship between x0 or x1 and cosmic ray energy,
we can interpolate to obtain the corresponding values of
x0 or x1 within a 0.1 energy interval. The validation of
this method, using four assumed composition models, is
illustrated in Fig. S8 of the Supplemental Material [23].
These figures confirm that our method can reproduce all
the input composition models with high accuracy.

Using the above method, LHAASO measures the
hln(A)i in each cosmic ray energy bin from 0.3 to 30
PeV, and these measurements are shown in Fig. 2, along
with results from other experiments. The distribution of
hln(A)i predicted by Gaisser H3a, Horandel, GST, and
GSF models are also depicted in Fig. 2. At low energy re-
gion around 300 TeV, our results are consistent with the
predictions of the Horandel, Gaisser H3a models. How-
ever, as the energy increases, our results deviate from the
predictions of the Horandel or Gaisser H3a models, indi-
cating that these models are not able to fully explain our
observations.

The systematic error of the hln(A)i is considered as
follows. The impact of local variations in air pressure on
hln(A)i is approximately ±4%. The di↵erences of hln(A)i
between several cosmic ray composition models, such as
Gaisser H3a, Horandel, GST, and GSF models, are found
to be less than ±3%. The distribution of hln(A)i for
the QGSJETII-04, EPOS-LHC, and SIBYLL-2.3d mod-
els exhibits a very similar shape, as shown in Fig. S9 of
the Supplemental Material [23], and the maximum di↵er-
ence between them is less than ±6%. The shadow band
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FIG. 2. The hln(A)i (red dots) from experimental data as a
function of cosmic rays energy. The error bars show the statis-
tical uncertainties. The gray shadow band represents the com-
bined systematic uncertainties. The results of CASA-MIA [14] and
Tunka-133 [44] are also plotted for comparison. The shadow bands
represent the systematic uncertainty for KASCADE [11, 45] and
IceCube/IceTop [9] experiment, respectively. The curves are the
hln(A)i which calculated according the cosmic rays composition
models.

in Fig. 2 represents the systematic uncertainties associ-
ated with air pressure, composition models, high-energy
hadronic interaction models and the parameters x0 and
x1 obtained by fitting the simulation data. The detail
values of these systematic errors can be seen in Table S3
of the Supplemental Material [23]. The values of hln(A)i,
along with their corresponding statistical and combined
systematic uncertainties (excluding the uncertainty from
hadronic interaction models), are included in Table S6 of
the Supplemental Material [23].

The results of other experiments, whose energy regions
overlap with this work, are also plotted for compari-
son. While measurements from other experiments show a
gradual increase in the mean logarithmic mass, our mea-
surement reveals a decrease followed by an increase, with
the sharpness of the transition measured at 5.5±0.3±0.9.
The systematic uncertainty of our measurement results
is ±9%, indicated by the gray shadow band in Fig. 2. In
comparison, both the IceCube/IceTop experimental [9]
and KASCADE [45] measurement results exhibit a sys-
tematic uncertainty of approximately ±25%, represented
by the shadow bands in Fig. 2. This study is the most
precise measurement of hln(A)i in this energy region to
date. The hln(A)i from di↵erent theories has been stud-
ied in [46] for the energy region from 1015 to 1017 eV.
Results on hln(A)i from the muon content Nµ and those
from the depth of shower maximum Xmax show the same
tendency toward heavier hln(A)i with energy beyond sev-
eral PeV. Our results agree with this expectation in this
energy region, where the hln(A)i becomes heavier with
energy beyond several PeV.

The fitting results of the all-particle energy spectrum
and the hln(A)i of the cosmic ray using Eq. (4) are shown

Cao et al. 2024

All-particle Spectrum Mass composition around the knee

Hint of different classes of sources with different Emax? 13



A picture that starts taking shape…

Varsi et al. 2024 14

The  DAMPE  bump  connects  well 
with the GRAPES measurement of 
the spectrum at higher energies

Given  the  strength  of  the  effect  it 
seems unlikely that we are looking 
at a fluctuation 

A new population of  sources with 
higher Emax? 



Knee Pain
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FIG. S3. Galactic longitude and latitude profiles of the di↵use emission for energy bands 10 � 63 TeV (top three panels) and 63 � 1000 TeV
(bottom three panels), respectively. When fitting the di↵use emission to a combination of the PLANCK-derived gas template and a Gaussian
distribution along Galactic latitude, the dashed, dotted, and solid lines in panels (b), (c), (e), and (f) are contributions from the PLANCK-
derived gas template, the Gaussian distribution, and their sum, respectively. For panels (a) and (d), only the gas-related component is shown.
The results are not substantially di↵erent from those when attributing all the di↵use emission to the PLANCK-derived gas template, as in the
analysis presented in the main text.
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FIG. S4. Spectra of locally measured protons (a) and helium (b) together with phenomenological fittings to represent the uncertainties.

TABLE S4. Fitting parameters of the local CR spectra.

A1 B1 C1 A2 B2 C2

GeV�1cm�2s�1sr�1 TeV GeV�1cm�2s�1sr�1 PeV
Proton-High 3.40 ⇥ 10�9 2.35 25.0 5.51 ⇥ 10�9 2.60 15.0
Proton-Low 1.80 ⇥ 10�9 2.35 25.0 5.71 ⇥ 10�9 2.66 4.0

Helium-High 0.75 ⇥ 10�9 2.10 50.0 5.95 ⇥ 10�9 2.55 13.0
Helium-Low 0.75 ⇥ 10�9 2.10 50.0 4.55 ⇥ 10�9 2.60 9.0
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The  uncertainty  in  the  position  of  the  proton  knee  has  serious  implications  on  the 
description of the transition to extra-Galactic CRs



Diffuse gamma rays and neutrinos:  
Diffuse emission or sources? 

5

for each energy bin by randomly assigning the arrival time
of every event in the observational data. We then apply the
same background estimation technique to each mock data set,
which yields a distribution of estimated background counts
(No↵

i ) for given energy bin. This distribution can be approxi-
mately described by a Gaussian distribution with width �bkg

i .
The likelihood function in Eq. (1) includes a Poisson term,
representing the statistical probability of the observed number
of events, and a Gaussian term, representing the probability
of the background fluctuation. The flux in each energy bin is
determined by fitting the normalization parameter �0, while
the spectral index is fixed at the best-fit value obtained from
the whole-band fitting.

Results. — The LHAASO-KM2A significance maps of the
two sky regions after masking detected sources are shown in
Fig. 1. The one-dimensional significance distributions are
given in Fig. S2 in the Supplemental Material. As a
comparison, reference regions which are ROIs shifted along
the right ascension (R.A.) in the celestial coordinates show
standard Gaussian distributions of the significance, indicat-
ing that our background estimate is reasonable (Fig. S2 of the
Supplemental Material). The total significance of the in-
ner (outer) Galaxy region is 29.1� (12.7�). No significant
point-like sources are present in the significance maps after
the mask, except for some hot spots, which need more data to
confirm whether they are point-like sources or di↵use emis-
sions. The LHAASO results give the first measurement of
di↵use emission in the outer Galaxy region in the VHE-UHE
domain.

Fig. 2 shows the derived fluxes of the di↵use emission in
the two regions. The fluxes in di↵erent energy bins are tabu-
lated in Tables S2 and S3 of the Supplemental Material).
From Fig. 1 we can see that considerable regions along the in-
nermost Galactic disk are masked for the inner Galaxy region.
Since the expected di↵use emission is non-uniform, the cur-
rent measurements are thus not equivalent to the total average
emission in the ROIs. As an estimate, we find that the aver-
age di↵use emission in the ROIs without any masking will be
higher by ⇠ 61% and ⇠ 2% than our measurements assum-
ing a spatial template of the PLANCK dust opacity map in the
inner and outer Galactic regions, respectively.

We fit the measured spectrum using a power-law function,
finding that the index is �2.99 ± 0.04stat for the inner Galaxy
region and �2.99 ± 0.07stat for the outer Galaxy region (see
Table I). Possible spectral structures deviating from power-
laws are not significant, and more data statistics are needed to
further address such issues. As a comparison, the power-law
fitting to the spectrum without subtracting the residual source
contamination as given in Table S1 obtains �3.01 ± 0.04stat
for the inner region and �2.99 ± 0.07stat for the outer region,
indicating that the e↵ect due to residuals of known sources is
minor.

In Fig. 3, we present the longitude and latitude profiles for
the two sky regions, for energy bands of 10 � 63 TeV and
63 � 1000 TeV. The latitude integration range when deriving
the longitude profile is from �5� to +5�, and the longitude in-
tegration ranges for the latitude profiles are the same as the
definitions of the ROIs. The di↵use emission shows a clear
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FIG. 2. Measured fluxes of di↵use �-ray emission in the inner and
outer Galaxy regions. The smaller error bars show the statistical er-
rors and the larger ones show the quadratic sum of the statistical and
systematic errors. In each panel, the dashed line shows the best-
fit power-law function of the data, the grey shaded band shows the
model prediction assuming local CR spectra and the gas column den-
sity with the same mask as the data, and the cyan shaded band is the
grey one multiplied by a constant factor of 3.0 for the inner region
and 2.0 for the outer region.

TABLE I. Fitting parameters of the LHAASO-KM2A di↵use spec-
tra.

�0 ↵

(10�14 TeV�1 cm�2 s�1 sr�1)
Inner Galaxy 1.00 ± 0.04stat ± 0.09sys �2.99 ± 0.04stat ± 0.07sys

Outer Galaxy 0.44 ± 0.04stat ± 0.05sys �2.99 ± 0.07stat ± 0.12sys

decrease from the inner Galaxy to the outer Galaxy and a con-
centration in the low Galactic latitudes. We fit the longitude
and latitude distributions using the gas template traced by the
PLANCK dust opacity map, as shown by the solid line in each
panel. The results show that the measured latitude distribu-
tions generally agree with the gas distribution, except for a
slight deviation for 10 � 63 TeV profile in the outer region
(the p-value of the fitting is about 0.03). We can see a clear
deviation of the data from the gas template for the longitude

5

for each energy bin by randomly assigning the arrival time
of every event in the observational data. We then apply the
same background estimation technique to each mock data set,
which yields a distribution of estimated background counts
(No↵

i ) for given energy bin. This distribution can be approxi-
mately described by a Gaussian distribution with width �bkg

i .
The likelihood function in Eq. (1) includes a Poisson term,
representing the statistical probability of the observed number
of events, and a Gaussian term, representing the probability
of the background fluctuation. The flux in each energy bin is
determined by fitting the normalization parameter �0, while
the spectral index is fixed at the best-fit value obtained from
the whole-band fitting.

Results. — The LHAASO-KM2A significance maps of the
two sky regions after masking detected sources are shown in
Fig. 1. The one-dimensional significance distributions are
given in Fig. S2 in the Supplemental Material. As a
comparison, reference regions which are ROIs shifted along
the right ascension (R.A.) in the celestial coordinates show
standard Gaussian distributions of the significance, indicat-
ing that our background estimate is reasonable (Fig. S2 of the
Supplemental Material). The total significance of the in-
ner (outer) Galaxy region is 29.1� (12.7�). No significant
point-like sources are present in the significance maps after
the mask, except for some hot spots, which need more data to
confirm whether they are point-like sources or di↵use emis-
sions. The LHAASO results give the first measurement of
di↵use emission in the outer Galaxy region in the VHE-UHE
domain.

Fig. 2 shows the derived fluxes of the di↵use emission in
the two regions. The fluxes in di↵erent energy bins are tabu-
lated in Tables S2 and S3 of the Supplemental Material).
From Fig. 1 we can see that considerable regions along the in-
nermost Galactic disk are masked for the inner Galaxy region.
Since the expected di↵use emission is non-uniform, the cur-
rent measurements are thus not equivalent to the total average
emission in the ROIs. As an estimate, we find that the aver-
age di↵use emission in the ROIs without any masking will be
higher by ⇠ 61% and ⇠ 2% than our measurements assum-
ing a spatial template of the PLANCK dust opacity map in the
inner and outer Galactic regions, respectively.

We fit the measured spectrum using a power-law function,
finding that the index is �2.99 ± 0.04stat for the inner Galaxy
region and �2.99 ± 0.07stat for the outer Galaxy region (see
Table I). Possible spectral structures deviating from power-
laws are not significant, and more data statistics are needed to
further address such issues. As a comparison, the power-law
fitting to the spectrum without subtracting the residual source
contamination as given in Table S1 obtains �3.01 ± 0.04stat
for the inner region and �2.99 ± 0.07stat for the outer region,
indicating that the e↵ect due to residuals of known sources is
minor.

In Fig. 3, we present the longitude and latitude profiles for
the two sky regions, for energy bands of 10 � 63 TeV and
63 � 1000 TeV. The latitude integration range when deriving
the longitude profile is from �5� to +5�, and the longitude in-
tegration ranges for the latitude profiles are the same as the
definitions of the ROIs. The di↵use emission shows a clear
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FIG. 2. Measured fluxes of di↵use �-ray emission in the inner and
outer Galaxy regions. The smaller error bars show the statistical er-
rors and the larger ones show the quadratic sum of the statistical and
systematic errors. In each panel, the dashed line shows the best-
fit power-law function of the data, the grey shaded band shows the
model prediction assuming local CR spectra and the gas column den-
sity with the same mask as the data, and the cyan shaded band is the
grey one multiplied by a constant factor of 3.0 for the inner region
and 2.0 for the outer region.

TABLE I. Fitting parameters of the LHAASO-KM2A di↵use spec-
tra.

�0 ↵

(10�14 TeV�1 cm�2 s�1 sr�1)
Inner Galaxy 1.00 ± 0.04stat ± 0.09sys �2.99 ± 0.04stat ± 0.07sys

Outer Galaxy 0.44 ± 0.04stat ± 0.05sys �2.99 ± 0.07stat ± 0.12sys

decrease from the inner Galaxy to the outer Galaxy and a con-
centration in the low Galactic latitudes. We fit the longitude
and latitude distributions using the gas template traced by the
PLANCK dust opacity map, as shown by the solid line in each
panel. The results show that the measured latitude distribu-
tions generally agree with the gas distribution, except for a
slight deviation for 10 � 63 TeV profile in the outer region
(the p-value of the fitting is about 0.03). We can see a clear
deviation of the data from the gas template for the longitude
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for each energy bin by randomly assigning the arrival time
of every event in the observational data. We then apply the
same background estimation technique to each mock data set,
which yields a distribution of estimated background counts
(No↵

i ) for given energy bin. This distribution can be approxi-
mately described by a Gaussian distribution with width �bkg

i .
The likelihood function in Eq. (1) includes a Poisson term,
representing the statistical probability of the observed number
of events, and a Gaussian term, representing the probability
of the background fluctuation. The flux in each energy bin is
determined by fitting the normalization parameter �0, while
the spectral index is fixed at the best-fit value obtained from
the whole-band fitting.

Results. — The LHAASO-KM2A significance maps of the
two sky regions after masking detected sources are shown in
Fig. 1. The one-dimensional significance distributions are
given in Fig. S2 in the Supplemental Material. As a
comparison, reference regions which are ROIs shifted along
the right ascension (R.A.) in the celestial coordinates show
standard Gaussian distributions of the significance, indicat-
ing that our background estimate is reasonable (Fig. S2 of the
Supplemental Material). The total significance of the in-
ner (outer) Galaxy region is 29.1� (12.7�). No significant
point-like sources are present in the significance maps after
the mask, except for some hot spots, which need more data to
confirm whether they are point-like sources or di↵use emis-
sions. The LHAASO results give the first measurement of
di↵use emission in the outer Galaxy region in the VHE-UHE
domain.

Fig. 2 shows the derived fluxes of the di↵use emission in
the two regions. The fluxes in di↵erent energy bins are tabu-
lated in Tables S2 and S3 of the Supplemental Material).
From Fig. 1 we can see that considerable regions along the in-
nermost Galactic disk are masked for the inner Galaxy region.
Since the expected di↵use emission is non-uniform, the cur-
rent measurements are thus not equivalent to the total average
emission in the ROIs. As an estimate, we find that the aver-
age di↵use emission in the ROIs without any masking will be
higher by ⇠ 61% and ⇠ 2% than our measurements assum-
ing a spatial template of the PLANCK dust opacity map in the
inner and outer Galactic regions, respectively.

We fit the measured spectrum using a power-law function,
finding that the index is �2.99 ± 0.04stat for the inner Galaxy
region and �2.99 ± 0.07stat for the outer Galaxy region (see
Table I). Possible spectral structures deviating from power-
laws are not significant, and more data statistics are needed to
further address such issues. As a comparison, the power-law
fitting to the spectrum without subtracting the residual source
contamination as given in Table S1 obtains �3.01 ± 0.04stat
for the inner region and �2.99 ± 0.07stat for the outer region,
indicating that the e↵ect due to residuals of known sources is
minor.

In Fig. 3, we present the longitude and latitude profiles for
the two sky regions, for energy bands of 10 � 63 TeV and
63 � 1000 TeV. The latitude integration range when deriving
the longitude profile is from �5� to +5�, and the longitude in-
tegration ranges for the latitude profiles are the same as the
definitions of the ROIs. The di↵use emission shows a clear
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FIG. 2. Measured fluxes of di↵use �-ray emission in the inner and
outer Galaxy regions. The smaller error bars show the statistical er-
rors and the larger ones show the quadratic sum of the statistical and
systematic errors. In each panel, the dashed line shows the best-
fit power-law function of the data, the grey shaded band shows the
model prediction assuming local CR spectra and the gas column den-
sity with the same mask as the data, and the cyan shaded band is the
grey one multiplied by a constant factor of 3.0 for the inner region
and 2.0 for the outer region.

TABLE I. Fitting parameters of the LHAASO-KM2A di↵use spec-
tra.

�0 ↵

(10�14 TeV�1 cm�2 s�1 sr�1)
Inner Galaxy 1.00 ± 0.04stat ± 0.09sys �2.99 ± 0.04stat ± 0.07sys

Outer Galaxy 0.44 ± 0.04stat ± 0.05sys �2.99 ± 0.07stat ± 0.12sys

decrease from the inner Galaxy to the outer Galaxy and a con-
centration in the low Galactic latitudes. We fit the longitude
and latitude distributions using the gas template traced by the
PLANCK dust opacity map, as shown by the solid line in each
panel. The results show that the measured latitude distribu-
tions generally agree with the gas distribution, except for a
slight deviation for 10 � 63 TeV profile in the outer region
(the p-value of the fitting is about 0.03). We can see a clear
deviation of the data from the gas template for the longitude

5

for each energy bin by randomly assigning the arrival time
of every event in the observational data. We then apply the
same background estimation technique to each mock data set,
which yields a distribution of estimated background counts
(No↵

i ) for given energy bin. This distribution can be approxi-
mately described by a Gaussian distribution with width �bkg

i .
The likelihood function in Eq. (1) includes a Poisson term,
representing the statistical probability of the observed number
of events, and a Gaussian term, representing the probability
of the background fluctuation. The flux in each energy bin is
determined by fitting the normalization parameter �0, while
the spectral index is fixed at the best-fit value obtained from
the whole-band fitting.

Results. — The LHAASO-KM2A significance maps of the
two sky regions after masking detected sources are shown in
Fig. 1. The one-dimensional significance distributions are
given in Fig. S2 in the Supplemental Material. As a
comparison, reference regions which are ROIs shifted along
the right ascension (R.A.) in the celestial coordinates show
standard Gaussian distributions of the significance, indicat-
ing that our background estimate is reasonable (Fig. S2 of the
Supplemental Material). The total significance of the in-
ner (outer) Galaxy region is 29.1� (12.7�). No significant
point-like sources are present in the significance maps after
the mask, except for some hot spots, which need more data to
confirm whether they are point-like sources or di↵use emis-
sions. The LHAASO results give the first measurement of
di↵use emission in the outer Galaxy region in the VHE-UHE
domain.

Fig. 2 shows the derived fluxes of the di↵use emission in
the two regions. The fluxes in di↵erent energy bins are tabu-
lated in Tables S2 and S3 of the Supplemental Material).
From Fig. 1 we can see that considerable regions along the in-
nermost Galactic disk are masked for the inner Galaxy region.
Since the expected di↵use emission is non-uniform, the cur-
rent measurements are thus not equivalent to the total average
emission in the ROIs. As an estimate, we find that the aver-
age di↵use emission in the ROIs without any masking will be
higher by ⇠ 61% and ⇠ 2% than our measurements assum-
ing a spatial template of the PLANCK dust opacity map in the
inner and outer Galactic regions, respectively.

We fit the measured spectrum using a power-law function,
finding that the index is �2.99 ± 0.04stat for the inner Galaxy
region and �2.99 ± 0.07stat for the outer Galaxy region (see
Table I). Possible spectral structures deviating from power-
laws are not significant, and more data statistics are needed to
further address such issues. As a comparison, the power-law
fitting to the spectrum without subtracting the residual source
contamination as given in Table S1 obtains �3.01 ± 0.04stat
for the inner region and �2.99 ± 0.07stat for the outer region,
indicating that the e↵ect due to residuals of known sources is
minor.

In Fig. 3, we present the longitude and latitude profiles for
the two sky regions, for energy bands of 10 � 63 TeV and
63 � 1000 TeV. The latitude integration range when deriving
the longitude profile is from �5� to +5�, and the longitude in-
tegration ranges for the latitude profiles are the same as the
definitions of the ROIs. The di↵use emission shows a clear
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FIG. 2. Measured fluxes of di↵use �-ray emission in the inner and
outer Galaxy regions. The smaller error bars show the statistical er-
rors and the larger ones show the quadratic sum of the statistical and
systematic errors. In each panel, the dashed line shows the best-
fit power-law function of the data, the grey shaded band shows the
model prediction assuming local CR spectra and the gas column den-
sity with the same mask as the data, and the cyan shaded band is the
grey one multiplied by a constant factor of 3.0 for the inner region
and 2.0 for the outer region.

TABLE I. Fitting parameters of the LHAASO-KM2A di↵use spec-
tra.

�0 ↵

(10�14 TeV�1 cm�2 s�1 sr�1)
Inner Galaxy 1.00 ± 0.04stat ± 0.09sys �2.99 ± 0.04stat ± 0.07sys

Outer Galaxy 0.44 ± 0.04stat ± 0.05sys �2.99 ± 0.07stat ± 0.12sys

decrease from the inner Galaxy to the outer Galaxy and a con-
centration in the low Galactic latitudes. We fit the longitude
and latitude distributions using the gas template traced by the
PLANCK dust opacity map, as shown by the solid line in each
panel. The results show that the measured latitude distribu-
tions generally agree with the gas distribution, except for a
slight deviation for 10 � 63 TeV profile in the outer region
(the p-value of the fitting is about 0.03). We can see a clear
deviation of the data from the gas template for the longitude
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Diffuse emission not as one would have expected…it requires
 Very different transport, especially in the inner Galaxy, or
 Unresolved sources, or
 Extended regions of CR confinement around sources…
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Similar 
considerations 
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Figure 5: Energy Spectra for each of the galactic plane models. Energy-scaled, sky-
integrated, per-flavor neutrino flux as a function of neutrino energy (E⌫) for each of the Galactic
plane models. Dotted lines are the predicted values for the ⇡0 (dark blue), KRA5

� (orange) and
KRA50

� (light blue) models while solid lines are our best-fitting flux normalizations from the
IceCube data. Shaded regions indicate the 1� uncertainties, extending over the energy range
that contributes to 90% of the significance. These results are based on the all-sky (4⇡ sr) tem-
plate and are presented as an all-sky flux. For comparison, the grey hatching shows the flux of
the IceCube all-sky neutrino flux (22), scaled to an all-sky flux by multiplying by 4⇡, with its
1� uncertainty.
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SELF-CONFINEMENT NEAR A SNR
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THE PHENOMENON IS REGULATED AND SHAPED BY 
DAMPING, ESPECIALLY NLLD 

Regions of smaller density in which molecular clouds are 
embedded set the best situation in which the confinement 
time is the longest and interactions occur in the cloud (Bao, 
PB & Chen 2024)

1948 M. D’Angelo et al.

Figure 1. Spatial profile of the CR density, turbulence energy density and
diffusion coefficient at an energy of 10 GeV and at four different times after
the particle release by the source, as specified on top of the figure. Top panel:
CR density nCR = (4/3)πp3f ; the black dashed line represents the Galactic
distribution ng = (4/3)πp3fg, with fg(p) defined in equation (3). Centre
panel: self-generated turbulence F ; the black dashed line represents the
Galactic turbulence Fg. Bottom panel: CR diffusion coefficient D; the black
dashed line represents the Galactic diffusion coefficient Dg (as calculated
by Ptuskin et al. 2009). Here we assumed a fully ionized medium with ion
density ni = 0.45 cm−3.

times after release of the freshly accelerated particles in the ISM.
The curves have been obtained as numerical solutions of equations
(1), (8) and (10) in the case of a fully ionized medium with density
ni = 0.45 cm−3. The first thing to notice in Fig. 1 is that the density of
10 GeV particles, nCR = (4/3)πp3f , exceeds the average Galactic
density ng = (4/3)πp3fg by more than one order of magnitude at
least for t ! 105 yr in a region ∼5 pc around the parent source. Even
after 5 × 105 yr, the particle density is still larger than the Galactic
density for z up to 30 pc. This time is much longer than the standard
diffusion time τd = L2

c/Dg at E = 10 GeV, which is of the order of
≈4 × 104 yr.

The maximum level of amplification reached by the magnetic
turbulence is F ! 10−2 (as can be seen from the central panel in
Fig. 1). This is about three orders of magnitude higher than the
background turbulence Fg, but still below the limit of validity of
quasi-linear theory, which requires F % 1. When the bulk of par-
ticles escape from the region, the level of turbulence drops to Fg.
The behaviour of F at small z is due to the advection term vA∂f /∂z

and the associated boundary condition (6): advection of the parti-
cles with self-generated waves causes a depletion of particles in the
inner region (z → 0), which leads to a small gradient in the density
of CRs in the same region. In turn, this gradient causes the growth
of Alfvén waves moving towards z ∼ 0. This is the reason why
the spatial profiles of F show the dips and peaks that are visible in
Fig. 1. A note of caution is required here: since the waves excited by
the advection-induced gradient move towards the origin, it is likely
that in this region the net Aflvén velocity gets lower or even van-
ishes, depending on the compensation due to waves travelling in the
opposite direction. This effect is hard to take into account in a quan-
titative manner. In any case, since this phenomenon is limited to the
region very close to the source, its effect on the confinement time
and grammage accumulated by particles is negligible, at least for

Figure 2. CR escape time tesc (see the text for exact definition) as a func-
tion of particle energy for four different types of ISM: (1) no neutrals and
ni = 0.45 cm−3 (black solid line); (2) nn = 0.03 cm−3 and ni = 0.45 cm−3

(blue dashed line); (3) nn = 0.05 cm−3 and ni = 0.45 cm−3 (blue dot–
dashed line); (4) no neutrals and ni = 0.01 cm−3 (green dashed line). The
black dashed line represents case (1) but without the advection term in
both equations (1) and (10). The solid red line represents case (1), but
with a steeper injection spectrum, α = 4.2; analogously, the dot–dashed
red line corresponds to case (3) with α = 4.2. For all other curves, the
slope is α = 4. The grey dashed line represents the standard diffusion time
τd = L2

c/Dg = 8.3 × 104(EGeV)−1/3 yr.

WIM gas density of the order of ∼1 cm−3. For a rarefied medium,
the Alfvén speed is larger and the effect of advection becomes more
important. On the other hand, this is also the case when no apprecia-
ble effect on the grammage is expected (see discussion below). In
the bottom panel of Fig. 1, we report the spatial diffusion coefficient
D, which clearly shows a profile that reflects the dips and peaks of
F , being D ∝ F−1: at the location where the level of amplification
is maximum, D reaches its minimum of ≈4 × 1025 cm2 s−1, more
than three orders of magnitude lower than the Galactic diffusion
coefficient (dashed black line).

We further proceed to discuss the confinement time of particles
around their sources. Due to the non-linear processes involved, this
calculation is not straightforward. In the case where a burst of par-
ticles is injected a t = 0 with a pre-assigned diffusion coefficient
equal to Dg(p), we find that about 89 per cent of the total injected
particles N

inj
CR(p) = 2πLcR

2
SNq0(p) leave the box within the classi-

cal diffusion time τd = L2
c/Dg. We used this result to estimate the

escape time in the non-linear case. For a given particle momen-
tum, the number of freshly accelerated particles inside the tube,
NCR(p, t), is calculated from the total amount of particles in the tube
2πR2

SN

∫ Lc
0 dzf (p, z, t) after subtraction of the background term

2πR2
SNLcfg(p). The escape time tesc(p) is defined as the time at

which NCR(p, tesc(p)) = 0.11N
inj
CR(p). We should bear in mind that

we assumed the duration of the escape time of accelerated particles
from the source to be much shorter than the propagation time in
the near-source region. For typical values of the parameters, this
assumption remains satisfied for energies !10 TeV, if one assumes
a release time for an average SNR of about 104 yr (see e.g. Caprioli,
Blasi & Amato 2009).

We plot the escape time as a function of particle energy in Fig. 2,
considering the four different types of ISM listed above. For case (1)
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The  regions  around  sources  have  the  strongest  CR  densities  and  density  gradients,  which  lead  to  self-confinement,  due  to 
streaming instability. The diffuse gamma ray emission due to the overlap of these regions reflects this (D’Angelo+2018)
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GRAMMAGE NEAR THE SOURCE

The grammage near a source, due to self-confinement, depends 
on conditions (level of ionisation, coherence length) 

Most importantly it depends upon the presence of molecular 
clouds in the neighbourhood of a source  

…but it is clear that it is not a phenomenon that we can ignore at 
a time in which measurements of the grammage are made at 
percent level 

… and at a time in which the diffuse fluxes of gamma rays and 
neutrinos hint at some possible anomalous behaviour

diffusion coefficients around supernova remnants 17

Figure 7. CR grammage accumulated near a SNR for ni = 0.01 cm−3 (left panel) and ni=nn=1 cm−3 (right panel). The
radius of the SNR is assumed to be 30 pc in the low density case (left panel) and 12 pc in the high density
case (right panel). The MC is approximated to be a cylinder with radius 30 pc and centered at z = zMC. The free escape
boundary is assumed to be 100 pc away from the source.
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here we focused on several new aspects of the problem: 1) we identified a few instances of SNR-MC591

associations for which the γ-ray emission may flag the suppression of diffusivity and discussed a set of592

criteria to be adopted for this sake; 2) we analyzed the γ-ray emission from two SNRs, W28 and HB9,593

that are not expected to be particularly bright; 3) we investigated the effect of self-confinement on the594

grammage that CRs traverse while escaping the circum-source regions with special emphasis on the595
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Extracting relevant physical information from the γ-ray emission associated with MCs around SNRs is particularly597

complex because of environmental issues: first, there are several cases in which the cloud is hit by the shock front of598

the SNR, a situation sometimes flagged by maser emission; in this case the acceleration process is severely affected599

and one should not necessarily expect that the γ-ray emission provides information about the diffusion coefficient in600

the medium surrounding the SNR. We avoid such situations.601

Second, in some cases, due to projection effects, it may be unclear whether a MC is associated with a given SNR.602

We try to avoid such situations as well, in that the results would be, to say the least, ambiguous.603

In the attempt to identify some clean cases, in which the emission from (some of the) clouds is reasonably well604

associated with the production of pions by CRs diffusing away from a given SNR, we chose one MC around SNR605

HB9 and two clouds around W28, as targets of our investigation and carried out the calculations in606

such cases.607

A rough assessment of the possible need for a suppression in the diffusion coefficient around sources can be made608

by using a phenomenological calculation, in which the diffusion coefficient is parametrized as a fraction of a Galactic-609
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Meanwhile, a non-linear computation that includes self-generation and damping, clarifies whether the conditions are611

appropriate to expect a suppression of the diffusion coefficient as a result of the excitation of resonant streaming612

instability.613

We find that the case of MC R2 around the SNR HB9 is particularly useful: the diffusion coefficient required to614

account for the low energy part of the γ-ray emission is about two orders of magnitude smaller than the Galactic615

one and we show that it can be interpreted as a result of self-generation. Unfortunately this apparently clear616

signature is made less evident by the degeneracy between this scenario and one based on a different617

picture of particle escape from the SNR: if the maximum energy for HB9 at the present age is as618

low as ∼ 100 GeV, and the escape is assumed to be quasi-monochromatic, namely the particles escape619
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Where are PeVatrons? 

Definition of a PeVatron: “A PeVatron is a source that is able to accelerate particles with a spectrum that 
shows a substantial suppression with respect to its low energy power law extrapolation in the region of PeV 
energies”

It follows that a PeVatron would show a hard (slope ~2) power law gamma ray spectrum with a 
suppression in the region of hundreds of TeV

These are the sources that we have been looking for as sources of Galactic cosmic rays

It can be argued that if SNRs are PeVatrons, we did not figure out how they can be so…
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Direct detection of PeVatrons?
20

Figure 6. LHAASO significance map within region 10�  l  115� , |b|  12�. Top: WCDA (1 TeV <
E < 25 TeV) significance map. Middle: KM2A (E > 25 TeV) significance map. Bottom: KM2A (E > 100
TeV) significance map. In this figure and following, the LHAASO source are represented by gray crosses
and white labels. The LHAASO sources, which the WCDA components are with higher significance, are
plotted in top panel. The LHAASO sources, which the KM2A components are with higher significance, are
plotted in middle panel. Meanwhile, the UHE source are also shown in the bottom panel.

TeV. For comparison, all the sources detected at energies 1�25 TeV are also presented in the figure
excluding the extragalactic sources listed in Table 1. The features of the UHE sources in the energy
band 1�25 TeV, similar to that at E > 25 TeV, are with harder spectral index or higher significance
than the others. Up to now, more than 250 VHE sources have been detected, and more than 100
sources are within the Galaxy with a significant fraction being located in the southern sky, which is
out the FOV of LHAASO. These Galactic sources would be important UHE candidates and may can
be revealed with UHE emission in the future observations.
It is worth to note that 8 out of 43 UHE sources are not detected by WCDA at energies 1�25

TeV, which would represent a new class of gamma-ray sources with dominant gamma-ray emission
at energies around tens of TeV or E > 100 TeV. These would demonstrate the distinctive importance
of UHE window at higher energy, which could explore new phenomena and new extreme celestial
bodies of the Universe. With the accumulation of data, LHAASO will discover more sources with

 For the first time, LHAASO is providing us with the  unique 
opportunity to answer the question “which sources are 
responsible for PeV CR?” 

 Currently 43 sources with gamma rays with E>100 TeV 
detected at 4σ 

 Of these 22 sources have significance >7σ 

 Of these, for sure some are well known pulsar wind 
nebulae, which means that the emission is most likely of 
leptonic origin (electron-positron pairs)  

 Among PWNe one is the well known Crab Nebula, the only 
PeVatron known for sure, BUT the PeV particles are leptons 
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Direct detection of PeVatrons?

 At 1-25 TeV many detected sources with slope consistent ~2-2.5  
 At higher energies, slope ≥3, cutoff region? 
 For >100 TeV only a couple of sources with slope~2-2.5, no clear 
association yet

Adapted from Cao et al. 2024
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Figure 3. The extension sizes (r39) of the source components detected by LHAASO. The source components
with the significance of TS > 37 and the size of r39 < 2� are plotted. Left: r39 as a function of TS. The

error is defined by
q
�2
r39,stat + �2

r39,sys, where �r39,sys is the systematic error of extension which is set to

0.05�. For the point-like source components, we plot the 95% upper limits, which are also the statistical
95% upper limits and the systematic errors added in quadrature. Right: the distribution of the size of the
source components. The size of the point-like source component is set to 0.

Figure 4. The distribution of the SED parameter of the source components. Left: the distribution of the
di↵erential flux (E2

0N0). The reference energy E0 is 3 TeV or 50 TeV for the WCDA or KM2A component,
respectively. Black dashed line is the minimum flux of 0.5% Crab detected by WCDA in our catalog. Blue
dashed line is the minimum flux of 2% Crab detected by KM2A in our catalog. Right: the distribution of
the photon spectral index (�) for WCDA and KM2A components.

di↵erential flux has a mean of ⇠ 3 ⇥ 10�12 TeV cm�2 s�1 for WCDA components at 3 TeV and
⇠ 4⇥ 10�13 TeV cm�2 s�1 for KM2A components at 50 TeV. At present, the minimum gamma-ray
flux detected by LHAASO is ⇠ 0.5% Crab flux at energy 3 TeV and ⇠ 2% Crab flux at energy 50
TeV. The photon index distributions are obviously di↵erent, with an average of ⇠ 2.5 for WCDA
components and ⇠ 3.5 for KM2A components, implying that a single power law shape cannot describe
the overall SED for the majority of 1LHAASO catalog sources.

One possible new extragalactic source is as follows:

1. 1LHAASO J1219+2915 is a pointlike source, only
detected by WCDA with a significance of TS= 49.2,
and located at high Galactic latitude (b∼ 82°.5). We
cannot find any pulsar or SNR/PWN counterpart
associated with this source. It is a likely extragalactic
source due to the high Galactic latitude and null detection
by KM2A. The closest AGN counterpart is the LINER-
type AGN NGC 4278, 0°.05 from the 1LHAASO source.
This is the most possible association, even though we
cannot firmly identify this 1LHAASO source at present.

5.3. Pulsar Wind Nebulae or TeV Halos in the 1LHAASO
Catalog

Pulsars left behind from supernova explosions are rapidly
spinning neutron stars with extremely strong magnetic fields.
The pulsed gamma-ray emission dominates at GeV energies,
and only a few cases can extend to VHE. At VHE, the steady
emission is from a PWN produced by the termination of the
ultrarelativistic wind. PWNe constitute one of the largest VHE
source populations within the Galaxy. The Crab Nebula PWN
has also been identified as an electron PeVatron (LHAASO
Collaboration et al. 2021). The diffusion of escaping particles
from a PWN would lead to extended VHE gamma-ray
emission, which has been extensive discussed as a “TeV halo”
after the discoveries of several cases (Abeysekara et al. 2017;
Aharonian et al. 2021a). TeV halos are thought to form around
middle-aged pulsars with ages of at least several tens of
thousands of years. PWNe or TeV halos should also contribute
a significant fraction of the 1LHAASO sources, and an
effective method to check for this is to search for spatial
coincidence with the known pulsars.

To search for pulsars associated with 1LHAASO sources,
the ATNF pulsar catalog is adopted. For the hunting of
associations in astronomy, an important work is to estimate the
possibility of spatially coincidence by accident. A similar
method as that used in Mattox et al. (1997) is adopted here.
According to a previous empirical result at VHE, the identified
PWN or halo type VHE sources are always associated with
pulsars with high spindown power. Therefore, for each pulsar
within 0°.5 of a 1LHAASO source, the chance probability Pc is

estimated according to the space angle r and pulsar spindown
power E using

= - ( )P e1 . 1c
r r2

0
2

Here r0 is the characteristic angle between confusing sources,

pr= -[ ( )] ( )r E , 20
1 2

and r ( )E is the number density of pulsars with E not lower
than that of the candidate pulsar. The r ( )E is counted using the
pulsars nearby the candidate pulsar with Galactic latitude
|b− bc|< 2°.5 and longitude |l− lc|< 10°, where (bc, lc)
denotes the Galactic coordinates of the candidate pulsar.
With this searching, 65 1LHAASO sources are found with at

least one pulsar nearby within 0°.5. To decrease the fake
association by accident, the pulsars with chance probability
higher than 1% are excluded. After this filter, 35 1LHAASO
sources are found with one associated pulsar each and two
1LHAASO sources, 1LHAASO J0359+5406 and 1LHAASO
J1929+1846, are found with two associated pulsars each. For
the source with two associations, the associated pulsar with a
lower chance probability is listed. There are also two pairs of
1LHAASO sources, 1LHAASO J1848-0001u versus
1LHAASO J1850-0004 and 1LHAASO J2020+3638 versus
1LHAASO J2020+3649u, associated with the same pulsar.
Again, the 1LHAASO source with a lower chance probability
is listed. Finally, 35 associated pulsars are derived for the
1LHAASO sources. Detailed information about these associa-
tions is listed in Table 4.
Figure 13 shows the spindown power versus age of the

associated pulsars. For comparison, all the pulsars of the ATNF
catalog within LHAASO FOV are also shown in the figure. As
expected, the TeV-gamma associated pulsars are among those
with the most energetic spindown power ( > -E 10 erg s34 1).
Among these associated pulsars, the ages of 24 pulsars are less
than 100,000 yr. The corresponding 1LHAASO sources have a
high possibility to be PWNe. The ages of 11 pulsars are older
than 100,000 yr, and this marks the corresponding 1LHAASO
sources to possibly be PWNe/TeV halos. It is worth noting that
some of them have already been identified as PWNe or PWN/
TeV halos in the TeVCat, as marked in Table 4. An exciting
result is that one pulsar, i.e., PSR J0218+4232, is a millisecond
pulsar, which has been expected to produce VHE emission but

Figure 12. Distribution of the spectral index and the significance for sources at energy range from 1−25 TeV (left-hand panel) and E > 25 TeV (right-hand panel),
respectively. The red points indicate the sources also with significance above 4σ at E > 100 TeV. The extragalactic sources are excluded in these figures. The six most
significant sources are labeled by their name.
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Particle Acceleration to PeV

In astrophysical plasma, the high conductivity forces electric fields to be short-circuited (no 
large scale electric fields, with few exceptions) 

Magnetic fields do not do work on charged particles, hence the energy of the particles cannot 
change 

The only electric fields allowed are of induced origin (magnetic fields in motion) 

That is why fast moving plasmas (violent phenomena) both ensure high total energetics and 
high induced electric fields  

The best conditions for acceleration are the regions where dissipation occurs, typically 
involving COLLISIONLESS SHOCKS (see talk by Caprioli)
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A plethora of non-linear effects in DSA

 Efficient  CR  acceleration  strongly  modifies  the  dynamics  of  the  plasma 
motion ahead of the shock —> modified spectrum

 Efficient CR acceleration leads to magnetic field amplification —> higher 
energies through more effective scattering

 Higher  B  fields  mean  larger  speed  of  scattering  centres  —>  modified 
(steeper) spectrum [Caprioli, Haggerty & PB 2020]
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X-ray Observation of the Shock —> Large B
The purple filaments are X-ray emission of non-thermal origin, 
namely caused by synchrotron emission of high energy 
accelerated electrons


The very thin thickness (~0.01 pc) allows us to determine the 
magnetic field in that region — about 300 μG, hundreds of time 
larger than it should be [see e.g. Vink 2012]

Soft X-rays due to line emission of thermal origin from 
the Ejecta

€ 

B ≈100 µGauss
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CONSIDERATIONS ON SNRS AS PEVATRONS

 EVEN IN THE PRESENCE OF EFFICIENT CR INDUCED STREAMING INSTABILITY (Bell 2004), THE 
CORRESPONDING SCATTERING IS TOO SLOW TO REACH PeV ENERGIES IN STANDARD SNR (Bell+2013, 
Schure+2013, Schure+2014)   

 THERE ARE SEVERAL CLASSES OF SNR WITH DIFFERENT EMAX… 

 ONLY VERY LUMINOUS, RARE SNR MIGHT BE ABLE TO REACH THESE VERY HIGH ENERGIES

Cristofari, PB & Caprioli 2021, Cristofari, PB & Amato 2020

P. Cristofari et al.: Cosmic ray protons and electrons from supernova remnants
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Fig. 2. Spectra of protons produced at SNRs from type Ia (top), type II
(center), and type II* (bottom) SNRs for ↵ = 4 (thick lines) and ↵ = 4.3
(thin lines) if they were instantaneously liberated into the ISM (bro-
ken shell assumption). The dashed curves illustrate the e↵ect of adia-
batic losses in the downstream region, while the dotted lines refer to the
escape flux from the upstream region. In the bottom part of each panel
we also show the local slope of the spectrum q(p) at a given momentum.

the normal ISM, with a spatially constant gas density and back-
ground magnetic field. For type Ia SNRs the e↵ective maximum
energy is a few tens of TeV (left panel of Fig. 2). There is an
additional spectral steepening at somewhat lower energies due
to the temporal evolution of the maximum energy. More specif-
ically, the steepening occurs at the maximum energy reached at
the end of the ST phase, typically a few TeV. The flux of escaping
CR protons starts at about the same energy, as is clearly visible
in Fig. 2.

For a strong shock, such as the one expected for a young SNR
expanding in the normal ISM, the spectrum of accelerated parti-
cles at the shock location has a slope very close to 4 (thick lines
in Fig. 2). Nevertheless, as recently discussed by Caprioli et al.
(2020), the spectrum can be steeper if the finite velocity of scat-
tering centers in the downstream plasma is taken into account.
For this reason, in Fig. 2 we also show the case ↵ = 4.3 (thin
lines). In all cases of interest, the spectra of CR protons that are
injected into the ISM (as the sum of the two contributions) are
quite close to the spectrum at the shock in terms of slope, with
the exception of the highest energies, as discussed above.

For type II SNRs, the spectrum of CR protons is shown in
the middle panel of Fig. 2. For the sake of making a fair com-
parison between the three types of SN explosions, here we used
an acceleration e�ciency of ⇠CR = 0.1 for all of them. As dis-
cussed by Cristofari et al. (2020), because of the di↵erent rates
of occurrence of these events in the Galaxy, for type II SNRs
the e�ciency is required to be somewhat lower than for type Ia,
which is also reflected in a lower value of the maximum energy
of particles accelerated at the shock (see Eq. (12)). Despite this
bias, the maximum achievable energy for type II SNRs remains
on the order of ⇠105 GeV and falls short of the knee by a large
amount, as already pointed out by Cristofari et al. (2020).

Only when parameters are pushed to the extreme (what we
have called here type II* SNRs) can the maximum energy reach
the knee, as shown in the right plot of Fig. 2. As already pointed
out by Caprioli et al. (2009b), the superposition of the escape
flux from the di↵erent stages of shock evolution in the complex
environment around these SNRs may lead to the appearance of
bumps in the overall CR spectrum that might be related to the
feature recently measured by DAMPE in the 10�100 TeV region
of the proton spectrum (An et al. 2019).

The corresponding spectra of electrons injected by SNRs of
di↵erent types into the ISM are shown in Fig. 3. The thick and
thin curves refer to ↵ = 4 and ↵ = 4.3, respectively. The dash-
dotted line identifies the spectrum of particles accelerated at the
shock, as if they were immediately liberated into the ISM, with-
out energy losses. The solid lines are the spectra of electrons
liberated into the ISM after adiabatic and synchrotron losses
downstream of the shock, while the upstream escape flux, lim-
ited to the times when the maximum energy of electrons is not
determined by energy losses, is shown in the form of dotted lines.
If the SNR shell were broken or if confinement in the down-
stream region were energy-dependent (e.g., due to turbulence
damping), the actual contribution would lie between the dash-
dotted and solid lines.

The rate of synchrotron losses is larger when the condition
for the growth of the magnetic field through the excitation of
the nonresonant hybrid instability is fulfilled. As discussed in
Sect. 2, B2

2/⇢ / v7�↵
sh for this instability, and hence the mecha-

nism becomes less e↵ective or even ine↵ective in the late stages
of SNR evolution; these stages are, however, crucial for the pro-
duction of low energy electrons. As a consequence, the e↵ect of
radiative energy losses is only important at energies at or above
teraelectronvolt levels, while it is minor at lower energies, as
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Fig. 2. Spectra of protons produced at SNRs from type Ia (top), type II
(center), and type II* (bottom) SNRs for ↵ = 4 (thick lines) and ↵ = 4.3
(thin lines) if they were instantaneously liberated into the ISM (bro-
ken shell assumption). The dashed curves illustrate the e↵ect of adia-
batic losses in the downstream region, while the dotted lines refer to the
escape flux from the upstream region. In the bottom part of each panel
we also show the local slope of the spectrum q(p) at a given momentum.

the normal ISM, with a spatially constant gas density and back-
ground magnetic field. For type Ia SNRs the e↵ective maximum
energy is a few tens of TeV (left panel of Fig. 2). There is an
additional spectral steepening at somewhat lower energies due
to the temporal evolution of the maximum energy. More specif-
ically, the steepening occurs at the maximum energy reached at
the end of the ST phase, typically a few TeV. The flux of escaping
CR protons starts at about the same energy, as is clearly visible
in Fig. 2.

For a strong shock, such as the one expected for a young SNR
expanding in the normal ISM, the spectrum of accelerated parti-
cles at the shock location has a slope very close to 4 (thick lines
in Fig. 2). Nevertheless, as recently discussed by Caprioli et al.
(2020), the spectrum can be steeper if the finite velocity of scat-
tering centers in the downstream plasma is taken into account.
For this reason, in Fig. 2 we also show the case ↵ = 4.3 (thin
lines). In all cases of interest, the spectra of CR protons that are
injected into the ISM (as the sum of the two contributions) are
quite close to the spectrum at the shock in terms of slope, with
the exception of the highest energies, as discussed above.

For type II SNRs, the spectrum of CR protons is shown in
the middle panel of Fig. 2. For the sake of making a fair com-
parison between the three types of SN explosions, here we used
an acceleration e�ciency of ⇠CR = 0.1 for all of them. As dis-
cussed by Cristofari et al. (2020), because of the di↵erent rates
of occurrence of these events in the Galaxy, for type II SNRs
the e�ciency is required to be somewhat lower than for type Ia,
which is also reflected in a lower value of the maximum energy
of particles accelerated at the shock (see Eq. (12)). Despite this
bias, the maximum achievable energy for type II SNRs remains
on the order of ⇠105 GeV and falls short of the knee by a large
amount, as already pointed out by Cristofari et al. (2020).

Only when parameters are pushed to the extreme (what we
have called here type II* SNRs) can the maximum energy reach
the knee, as shown in the right plot of Fig. 2. As already pointed
out by Caprioli et al. (2009b), the superposition of the escape
flux from the di↵erent stages of shock evolution in the complex
environment around these SNRs may lead to the appearance of
bumps in the overall CR spectrum that might be related to the
feature recently measured by DAMPE in the 10�100 TeV region
of the proton spectrum (An et al. 2019).

The corresponding spectra of electrons injected by SNRs of
di↵erent types into the ISM are shown in Fig. 3. The thick and
thin curves refer to ↵ = 4 and ↵ = 4.3, respectively. The dash-
dotted line identifies the spectrum of particles accelerated at the
shock, as if they were immediately liberated into the ISM, with-
out energy losses. The solid lines are the spectra of electrons
liberated into the ISM after adiabatic and synchrotron losses
downstream of the shock, while the upstream escape flux, lim-
ited to the times when the maximum energy of electrons is not
determined by energy losses, is shown in the form of dotted lines.
If the SNR shell were broken or if confinement in the down-
stream region were energy-dependent (e.g., due to turbulence
damping), the actual contribution would lie between the dash-
dotted and solid lines.

The rate of synchrotron losses is larger when the condition
for the growth of the magnetic field through the excitation of
the nonresonant hybrid instability is fulfilled. As discussed in
Sect. 2, B2
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sh for this instability, and hence the mecha-

nism becomes less e↵ective or even ine↵ective in the late stages
of SNR evolution; these stages are, however, crucial for the pro-
duction of low energy electrons. As a consequence, the e↵ect of
radiative energy losses is only important at energies at or above
teraelectronvolt levels, while it is minor at lower energies, as
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Fig. 2. Spectra of protons produced at SNRs from type Ia (top), type II
(center), and type II* (bottom) SNRs for ↵ = 4 (thick lines) and ↵ = 4.3
(thin lines) if they were instantaneously liberated into the ISM (bro-
ken shell assumption). The dashed curves illustrate the e↵ect of adia-
batic losses in the downstream region, while the dotted lines refer to the
escape flux from the upstream region. In the bottom part of each panel
we also show the local slope of the spectrum q(p) at a given momentum.

the normal ISM, with a spatially constant gas density and back-
ground magnetic field. For type Ia SNRs the e↵ective maximum
energy is a few tens of TeV (left panel of Fig. 2). There is an
additional spectral steepening at somewhat lower energies due
to the temporal evolution of the maximum energy. More specif-
ically, the steepening occurs at the maximum energy reached at
the end of the ST phase, typically a few TeV. The flux of escaping
CR protons starts at about the same energy, as is clearly visible
in Fig. 2.

For a strong shock, such as the one expected for a young SNR
expanding in the normal ISM, the spectrum of accelerated parti-
cles at the shock location has a slope very close to 4 (thick lines
in Fig. 2). Nevertheless, as recently discussed by Caprioli et al.
(2020), the spectrum can be steeper if the finite velocity of scat-
tering centers in the downstream plasma is taken into account.
For this reason, in Fig. 2 we also show the case ↵ = 4.3 (thin
lines). In all cases of interest, the spectra of CR protons that are
injected into the ISM (as the sum of the two contributions) are
quite close to the spectrum at the shock in terms of slope, with
the exception of the highest energies, as discussed above.

For type II SNRs, the spectrum of CR protons is shown in
the middle panel of Fig. 2. For the sake of making a fair com-
parison between the three types of SN explosions, here we used
an acceleration e�ciency of ⇠CR = 0.1 for all of them. As dis-
cussed by Cristofari et al. (2020), because of the di↵erent rates
of occurrence of these events in the Galaxy, for type II SNRs
the e�ciency is required to be somewhat lower than for type Ia,
which is also reflected in a lower value of the maximum energy
of particles accelerated at the shock (see Eq. (12)). Despite this
bias, the maximum achievable energy for type II SNRs remains
on the order of ⇠105 GeV and falls short of the knee by a large
amount, as already pointed out by Cristofari et al. (2020).

Only when parameters are pushed to the extreme (what we
have called here type II* SNRs) can the maximum energy reach
the knee, as shown in the right plot of Fig. 2. As already pointed
out by Caprioli et al. (2009b), the superposition of the escape
flux from the di↵erent stages of shock evolution in the complex
environment around these SNRs may lead to the appearance of
bumps in the overall CR spectrum that might be related to the
feature recently measured by DAMPE in the 10�100 TeV region
of the proton spectrum (An et al. 2019).

The corresponding spectra of electrons injected by SNRs of
di↵erent types into the ISM are shown in Fig. 3. The thick and
thin curves refer to ↵ = 4 and ↵ = 4.3, respectively. The dash-
dotted line identifies the spectrum of particles accelerated at the
shock, as if they were immediately liberated into the ISM, with-
out energy losses. The solid lines are the spectra of electrons
liberated into the ISM after adiabatic and synchrotron losses
downstream of the shock, while the upstream escape flux, lim-
ited to the times when the maximum energy of electrons is not
determined by energy losses, is shown in the form of dotted lines.
If the SNR shell were broken or if confinement in the down-
stream region were energy-dependent (e.g., due to turbulence
damping), the actual contribution would lie between the dash-
dotted and solid lines.

The rate of synchrotron losses is larger when the condition
for the growth of the magnetic field through the excitation of
the nonresonant hybrid instability is fulfilled. As discussed in
Sect. 2, B2

2/⇢ / v7�↵
sh for this instability, and hence the mecha-

nism becomes less e↵ective or even ine↵ective in the late stages
of SNR evolution; these stages are, however, crucial for the pro-
duction of low energy electrons. As a consequence, the e↵ect of
radiative energy losses is only important at energies at or above
teraelectronvolt levels, while it is minor at lower energies, as
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maximum energy typically in the 10 � 100 TeV range (Cristofari
et al. 2020). The only possible exception to this conclusion applies
to powerful (& 5 ⇥ 1051 erg), rare (⇠ 1/104 years) core collapse
SNRs, with relatively small ejecta mass (few solar masses), for
which the maximum energy can indeed reach PeV energies. The
overall spectrum of CRs released in the ISM by each of the classes
of SN explosions mentioned above seems bumpy and unlike the
relatively smooth spectrum observed at the Earth. Although these
problems and di�culties might only suggest that our theoretical
approaches to the origin of CRs in SNRs are too simplistic, they
have also stimulated the search for alternative sources of CRs, with
special care for those that produce a spectrum extending to the knee
energy. In this context, stellar clusters (Reimer et al. 2006), OB
associations (Bykov & Toptygin 2001; Voelk & Forman 1982), and
supperbubbles (Bykov 2001; Parizot et al. 2004) have for instance
been proposed.

It has especially been speculated that the winds of massive stars
may be a suitable location for the acceleration of CRs (Cesarsky &
Montmerle 1983; Webb et al. 1985; Gupta et al. 2018; Bykov et al.
2020). Moreover, recently the gamma ray emission from the region
around a few compact star clusters has been measured, including
Westerlund 1 (Abramowski et al. 2012), Westerlund 2 (Yang et al.
2018), Cygnus cocoon (Ackermann & et al. 2011; Aharonian et al.
2019), NGC 3603 (Saha et al. 2020), BDS2003 (Albert et al. 2020),
W40 (Sun et al. 2020) and 30 Doradus in the LMC (H. E. S. S.
Collaboration et al. 2015). These observations have been used to
infer the spatial distribution of CRs and their energy budget, sup-
porting the scenario in which a sizable fraction of the wind kinetic
energy is converted to non thermal particles and, at the same time,
maximum energies > 100 TeV are reached. These findings would,
than, suggest that stellar clusters can substantially contribute to the
flux of Galactic CRs.

Further support to such a conclusion comes from the analysis
of the 22Ne/20Ne abundance in CRs, which is a factor ⇠ 5 larger
than for the solar wind (Binns et al. 2006). This result is not easy
to accommodate in the framework of particle acceleration at SNR
shocks alone (Prantzos 2012) while can be more easily accounted
for if CRs are at least partly accelerated out of material contained
in the winds of massive stars (Gupta et al. 2020).

Here we show that the termination shock formed as a result of
the interaction of the intense collective wind of the star cluster with
the ISM is a potentially interesting site for particle acceleration up
to ⇠PeV energies, for several reasons: first, particle escape from the
upstream region (in the direction of the star cluster itself) is forbid-
den because of the geometry of the problem; 2) if a relatively small
fraction (⇠ 10%) of the wind kinetic energy is dissipated to mag-
netic energy, particle di�usion around the shock can be reduced,
thereby shortening the acceleration time; 3) if the kinetic luminos-
ity of the star cluster is large enough (& 3 ⇥ 1038 erg/s) then the
maximum energy is indeed in the ⇠PeV range; 4) in rather common
situations around the termination shock, the spectrum of acceler-
ated particles may be somewhat steeper than ⇢�2, as required by
observations of CRs on Galactic scale (Evoli et al. 2019, 2020).

The article is organised as follows: in §2 we briefly describe
the structure of the environment around the star cluster and the
properties of the termination shock where particle acceleration is
expected to take place. In § 3 we discuss the di�usion properties of
particles inside the wind bubble while in § 4 we describe in detail the
solution of the DSA problem at the termination shock and we derive
an expression for the maximum energy of accelerated particles. In
§5 we summarise our findings and we comment on the possibility

Termination
shock

Shocked stellar wind

Shocked ISM
ISM

u1

u2

Rc

Rs

Rcd≃Rfs=Rb

Figure 1. Schematic structure of a wind bubble excavated by a star cluster
into the ISM: 'B marks the position of the termination shock, 'cd the contact
discontinuity, and 'fs the forward shock.

that star clusters may in fact be prominent contributors to the flux
of CRs in the Galaxy.

2 THE BUBBLE’S STRUCTURE

The bubble excavated by the collective stellar wind launched by the
star cluster is schematically illustrated in Fig. 1: the central part is
filled with the wind itself, expanding with a velocity EF and density

d(A) =
§"

4cA2EF
, A > '2 , (1)

where '2 is the radius of the core where the stars are concentrated,
and §" is the rate of mass loss due to the collective wind. The
impact of the supersonic wind with the ISM, assumed here to have a
constant density d0, produces a forward shock at position 'fs, while
the shocked wind is bound by a termination shock, at a location 'B .
The shocked ISM and the shocked wind are separated by a contact
discontinuity at 'cd. The typical cooling timescale of the shocked
ISM is only ⇠ 104 yr, while the cooling time for the shocked wind
is several 107 yr which is comparable with the typical age of these
systems (Koo & McKee 1992a,b). As a consequence, the wind-
blown bubble spends the largest part of its life in a quasi-adiabatic
phase, meaning that the shocked wind is adiabatic while the shocked
ISM is cold and dense and compressed in a very thin layer, such that
we can approximate 'cd ' 'fs ⌘ '1 . Hence most of the volume
of the bubble is filled with the wind and the shocked wind. Below,
following Weaver et al. (1977) and Gupta et al. (2018) we provide a
simple approximation for the position in time of the forward shock
(FS) and the termination shock (TS). The mass accumulated at the
FS while moving in the ISM is " (') =

Ø '
0 4cA2d03A , where d0 is

the external density. The momentum of the material accumulated in
the thin shell between 'cd and 'fs is " (') §' and changes because
of the work done by the pressure % in the hot bubble:

3

3C

⇥
" (') §'

⇤
= 4c'2%. (2)

On the other hand, the energy density in the bubble is n =
4
3c'

3 %
W6�1 , where W6 is the adiabatic index, and it changes ac-
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region for the benchmark values of the parameters of the wind and
for three di�erent models of CR transport: Model 1) [ = 0 and ⇡2
due only to shock compression; Model 2) [ = 0.04 and ⇡2 as in
Model 1; Model 3) [ = 0.04 and ⇡2 suppressed artificially by a
factor 2. For these three models we discuss the cases of the density
in the bubble = = 15 cm�3 and = = 60 cm�3, which imply di�erent
levels of energy losses and, as a consequence, di�erent CR acceler-
ation e�ciency (see Table 1 for a summary of the parameters).

Model 1 (dotted green line) leads to exceedingly hard spectra in
the low energy region that fails to reproduce the data. Model 2 (black
lines) clearly leads to slightly steeper CR spectra (the low energy
slope is 2.08) and provides a better description of the spectrum of
the gamma ray emission in the Fermi-LAT energy region. On the
other hand, the gamma ray emission cuts o� at too low energies
and fails to reproduce the data for ⇢W & 1 TeV. Notice that for this
specific case the maximum energy estimated as discussed in Sec. 3
is & PeV. Nevertheless, for Kraichnan spectrum of the turbulence the
shape of the CR spectrum manifests a gradual steepening already at
⇢ ⌧ ⇢max, causing a corresponding steepening of the gamma ray
spectrum. This problem becomes even more severe for Kolmogorov
turbulence.

Finally, Model 3 (solid blue lines) better agrees with data also
at higher energies, due to the fact that in this model the downstream
di�usion coe�cient was reduced by a factor 2 to mimic the possible
magnetic field amplification due to hydro-dynamical instabilities,
thereby causing a somewhat higher maximum energy. For both cases
of = = 15 cm�3 and = = 60 cm�3 this situation leads to a satisfactory
description of the data, requiring a CR acceleration e�ciency below
1%. This low e�ciency justifies the decision of neglecting the non-
linear dynamical feedback in particle acceleration at the termination
shock.

It is worth stressing that the total gamma-ray emission alone
cannot constrain all the parameters of the model. In fact there is
a degeneracy between wind luminosity, acceleration e�ciency and
gas density. For instance, in Figure 8 we show three possible sets
of parameters for the wind and for CR transport that allow equally
good and basically indistinguishable descriptions of the spatially
integrated gamma ray flux: two lines refer to Model 4 with target
density = = 15 (solid blue line) and = = 60 cm�3 (dashed black
line); the third case refers to Model 3, where the di�usion coe�-
cient downstream is reduced artificially by a factor 2 (dotted line).
All these cases lead to somewhat larger maximum energy so that
the gamma ray spectrum extends to higher energies and, in addition
to providing a good description of HAWC data, also explain the pre-
liminary integral flux above 100 TeV recently quoted by LHAASO
(Cao et al. 2021b) (green data point at 100 TeV in Figure 8).

A note of caution is in order: the comparison between the
spectra of gamma ray emission claimed by di�erent experiments is
a delicate issue, in that slightly di�erent size of the region of interest
and the assumption of the spatial profile outside this region may
lead to deformation in the spectrum and in turn to inferring incorrect
values of physical parameters. This argument applies especially well
to the LHAASO data point, for which only preliminary information
is available at present. It is of crucial importance to await for more
details of the gamma ray spectrum and morphology at ⇢W & 100
TeV to build a more physical picture of CR transport in the Cygnus
region.

Based on the information available at the present time, the
gamma ray emission at ⇠ 100 TeV clearly indicates the presence
of some accelerated particles in the PeV range. However, this does
not imply that the Cygnus OB-2 is necessarily a PeVatron from
the point of view of explaining the CR spectrum, in that one can

Figure 8. Volume integrated gamma ray flux for Model 4, with [ =
0.04 and = = 10 (solid) and 20 cm�3 (dashed), and for Model 3 with
= = 10 cm�3 (dotted). The CR acceleration e�ciency in the three cases
is bCR = 0.69%, bCR = 0.37% and bCR = 0.81% respectively. The
preliminary LHAASO data point (Cao et al. 2021b) has also been introduced.

clearly see that the e�ective maximum energy (defined as the energy
where the power law extrapolation from lower energies in the CR
spectrum drops by 1/4) is well below PeV (see also Figure 3). The
experimental facilities that are being built are reaching such a high
sensitivity that they are now able to measure the flux in the cuto�
region down to very low fluxes. This result is in fact of the utmost
importance, in that the shape of the cuto� carries information about
the acceleration process. However, detection of 100 TeV photons
does not automatically imply that a source is able to produce enough
protons at ⇠PeV energy so as to explain the knee.

An additional piece of information on the origin of the accel-
erated particles and of the non-thermal emission is carried by the
morphology of the gamma ray emission. The flux of gamma rays
observed by HAWC with energy > 1 TeV is shown in Figure 9 in
four bins with increasing distance from the center of the star clus-
ter. These fluxes are obtained by integrating the gamma ray flux in
rings around the center of the cocoon (Abeysekara et al. 2021). The
results of our calculations for the same cases illustrated in Figure 8
(and reported in Table 1) are shown as thick dots.

Within the HAWC error bars, the theoretical calculation of the
morphology of the gamma ray emission appears to be in excellent
agreement with observations. In fact, in addition to the energy inte-
grated information, one can also use some preliminary information
on the spectrum in each of the four spatial bins: this information is
shown in Figure 10, where the shaded areas represent the HAWC
spectral fit in the di�erent bins and the curves show our results
in the same bins, for the same models discussed in Figure 8 (the
corresponding value of flux and photon spectral index are reported
in Table 2, from a private communication with Binita Hona). The
agreement between the predicted and the observed gamma ray spec-
tra in the four bins seems evident.

Since the fit to the observations is dominated by the lower
energy bins (. 10 TeV) where the error bars are smaller, it is to
be expected that some di�erences with models may appear at the
higher energies. In this sense, the future LHAASO measurements of
the gamma ray emission from the Cygnus region will play a crucial
role in assessing the role of stellar clusters as particle accelerators.
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Figure 2. Contour plot of the log(2?max/PeV) as a function of the rate of
mass loss and the wind speed.

For the case of self-generated turbulence, this latter condition is
replaced by the requirement that the non-resonant instability has
enough time to grow. If E� is the Alfvén speed in the pre-existing
magnetic field ⌫0, the growth rate of the instability can be estimated
as W, = :<E�, where :< is the wavenumber where the instability
grows the fastest, namely :<⌫0 = 4c

2 4 =CR EF , and the density of
CR particles at the shock is estimated as

=⇠' (> ⇢) = b⇠' dF ('B) E2
F

⇤ ⇢

, (14)

and ⇤ ⇠ ln(⇢max/⇢min) ⇠ 10. It is worth stressing that W, does
not depend upon the pre-existing magnetic field ⌫0, and can be
written as:

W, = 5 ⇥ 10�9 §"1/5
�4 E

12/5
8 d

3/10
10 C

�2/5
10 ⇢

�1
GeV s�1

. (15)

If we introduce the advection time upstream, gadv = 'B/EF , the
condition that the non-resonant instability grows is that W, gadv ⇠ Z ,
with Z ⇠ 5�10. This condition results in an upper limit on the energy
of the particles that can possibly be accelerated at the termination
shock

?max = 3.7 ⇥ 103
Z
�1

E
3/2
8

§"1/2
�4 GeV/c (16)

One can easily see that even for the unrealistic value Z ⇠ 1, this
condition limits the maximum energy of the accelerated particles
to be exceedingly small and in any case too low to account for
the high energy gamma ray emission of Cygnus cocoon. This is
due to the fact that the non-resonant instability grows too slowly
in the upstream plasma to allow for turbulence to grow and scatter
particles. Based on this finding, we conclude that the assumption of
Bohm di�usion is, in this context, not justified and in the rest of the
discussion below we focus on the Kraichnan case.

The actual value of the maximum momentum is determined
by the most stringent condition among those listed above, which de-
pends upon the values of the parameters (mass loss rate, wind speed,
density of the ISM, age of the star cluster, e�ciency of conversion
to magnetic turbulence and coherence scale of the turbulence). The
strongest dependence is the one on the wind speed. For the case of
Kraichnan turbulence the dependence of the maximum momentum
on the mass loss rate and the wind speed is illustrated in the contour
plot in Figure 2, where we show log(?max2/PeV) for parameters
that are thought to be appropriate for the Cygnus cocoon (age of 3
million years, density of the ISM outside the cavity of ⇠ 10 cm�3

and coherence scale of Kraichnan turbulence chosen as !2 = 1 pc).
One can see that for the maximum momentum to fall in the range
around 1 PeV (log(?max/PeV) ' 0), either very fast winds or large
rates of mass loss are required. We will see below that even these
conditions may not be su�cient to make a typical star cluster a
PeVatron.

4 TRANSPORT EQUATION IN THE CAVITY AND DSA
AT THE TERMINATION SHOCK

The transport equation for non-thermal particles in the cavity can
be written in spherical coordinates as follows:
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where D̃(A) is the mean speed of the scattering centers in the shock
frame, ⇡ (A, ?) is the di�usion coe�cient, §? < 0 is the rate of
energy losses and the distribution function 5 (A , C) is such that the
number of particles with momentum between ? and ? + 3? at the
location A is 4c?2

5 (A, ?)3?. The source term&(A, ?) is an injection
term, assumed here to be peaked at the injection momentum, ?inj,
and concentrated at the location of the termination shock. In the
following we do not use it explicitly in that the TS is only introduced
as a boundary condition for the solution of the transport equation
and momenta are assumed to be ? � ?inj. The normalization is
calculated a posteriori in terms of an e�ciency of conversion of the
ram pressure into pressure of non-thermal particles. This treatment
is adequate insofar as non-linear feedback e�ects are negligible,
which in turn is true provided the e�ciency of particle acceleration,
as a fraction of dF E

2
F transferred to accelerated particles, is small.

The e�ective velocity D̃ = D + [E� is the sum of the plasma
speed D(A) and the net speed of the waves responsible for the particle
scattering expressed as [ times the Alfvén speed E�. When the
parameter [ is chosen to be zero (equal number of waves moving
in both directions), the e�ect of scattering centers disappears. Here
we assume that an equal amount of waves travel in all directions
upstream ([ = 0), while we retain the possibility to have [ < 0
downstream. We will show below that even [ of a few percent
(slight anisotropy in the propagation of waves) leads to appreciable
e�ects on the spectrum of accelerated particles and of gamma ray
emission.

Equation (17) is written in the assumption that stationarity
is reached, applicable when the time scales for advection, di�usion
and losses are appreciably shorter than the age of the star cluster that
the calculation is applied to. As we discuss below, this assumption
is in general satisfied but may become borderline in some cases or
for some of the energies.

Introducing the distribution function in energy # (⇢ , A)3⇢ =
4c?2

5 (A, ?)3? and focusing on relativistic particles, ⇢ ⇡ ?2, Equa-
tion (17) can be multiplied by 4c?2, so that it becomes:

m
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1
3
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3A

� A
2 1

⇢

�
+

+#

1
3
3 (D̃A2)
3A

� A
2
1
0
�
= 0, (18)

where we omitted, for simplicity, the source term, since we are
interested in ? � ?inj. Here we introduced the rate of energy losses
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Star Clusters as PeVatrons?

 While in young, compact star clusters, there has not been enough time for 
SN explosions, this is not the case for star clusters older than a few Myr

 For SN explosions in the outskirts of the core, the maximum energy remains 
<PeV (Sushch, PB & Brose, in prep.)

 For SN explosions inside the core, the situation might be better but requires 
more investigation
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Summary [1]

 The spectrum of primaries and secondary nuclei shows breaks that signal new pieces of physics:

 The 200 GV break associated with transport (transition from self-generation to what?)

 The DAMPE feature at 20 TeV likely identifying the end of a class of sources (type Ia?)

 GRAPES suggests the H spectrum keeps going at E>20 TeV toward the knee…(made of what?)

 The positron ratio expected to drop …  but it rises (pulsars?)

 The observed diffuse γ-ray and ν emission much higher than expected

 Did we mess up transport in the inner Galaxy?

 Did we miss large extended sources (e.g. star clusters)? or unresolved sources?

 Could CR be self-confined near sources for much longer than naively estimated 
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Summary [2]

 SNR long suggested to be PeVatrons, except that:

 We did not find any evidence… probably because we did not have SN explosions in the last 30 years (Emax)?

 …but also searches of high energy emission around SNRs did not reveal any evidence for PeV particles

 Theoretically, SNRs of Type Ia and II are NOT expected to be PeVatrons… so which ones? Very rare, perhaps 
transrelativistic SNRs?

 Star clusters as PeVatrons?

Gamma ray emission does not show evidence for Emax=PeV in Cygnus, although γ-rays @1.4 PeV from 
LHAASO!

 Perhaps particle acceleration in SNR in the core of a cluster? to be explored better…
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Summary [3]

 Shaking pillars of transport?

 The rise of the positron ratio has stimulated the revival of the Nested Leaky Box (NLB) model (Cowsik 
& Wilson 1975;  Cowsik&Madziwa-Nussinov 2016)  (B produced around the sources,  positrons and antiprotons 
produced in the ISM)

 These models struggle to explain many things (beryllium, breaks in the B/C and primaries, etc) but 
should be credited for attracting attention on transport around sources

 It is certainly true that CR can accumulate a fraction of the grammage due to self-confinement… or 
inside sources… beware when comparing with %level measurements

 At least in the case of TeV halos we have evidence that regions of reduced diffusivity around sources 
do exist
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