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• Ideas for future

• Most events north in SuperDST



The challenges

• Remote location of IceCube makes it difficult to get IceCube data out.  We had two options:

• Save all events, and deal with them “next year”

• Filter events in real-time, send a subset north immediately.

• We would like to start physics analysis of IceCube data as soon as possible.

• Choose realtime filtering.

• Raw IceCube data/trigger rate is high (IC86)

• ~2750 Hz

• ~1000 GB/day of raw data

• Our satellite allocation (TDRS) is ~100 GB/day.

• Need to reduce data volume by ~10%

• We’d also like to perform real time analysis, alert others in the event of interesting detections, 

• Realtime analysis of data is also important for monitoring detector quality
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Current processing is resource intensive

Courtesy of Naoko Kurahashi Neilson
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Existing Model ● Storage of multiple copies of data
○ L1 (from pole) - ~75 GB/day
○ L2 (in North) - ~150 GB/day

■ Multiple copies at L3 as well, but these are 
more modest sizes…

○ Multiplies for MC samples

● Compute intensive.  
○ Current L2 - ~1 hr/cpu per ~2 minutes of data..

■ Additionally, much repetition of processing 
done from L1, and again in L3+...

● Wasted effort to understand overly complex 
system for each new person…

CurrentFiltering Overview

Note:  Much of this hasn’t changed in a LONG time…



IceCube online

• Online Processing and Filtering system

• AKA “PnF”

• Processes ALL events from IceCube DAQ

• Applies “L1” filters

• All events saved to HDD arrays

• All selected events North via TDRS

• Realtime alerts

• Sent to community within ~1 minute
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Higher Level Filters

• L2 filters - Common processing

• Expands L1 filter files from Pole

• Adds additional reconstructions, etc

• Removes nothing

• L3 Filters - Topical (tracks, cascades, etc) 
specific

• Select ~few Hz of most interesting events 
for additional processing.

• WG specific process - generate “final samples”

• Can be mulitple steps (L6?) or draw from 
many sources

Example:  Neutrino Sources

Credit: M. Larson

Working groups DO have established 
paths to final samples.  But we CAN 
do this more efficiently.



Moving forward - new plan

Obligatory XKCD..



What are we talking about here…

For a couple of years now we’ve been talking about making large changes to our existing 
filtering and data reduction pipelines.


● New additions, bug fixes, etc to existing software (called Pass3 in the past)

● Reduce complexity of existing software

● Reduced resource consumption


Many of us feel it’s time for a total rethink


● Clearer code and easier software maintenance going forward

● Reduced resource consumption in data processing and reduction

○ Cut harder, earlier.


● Faster to physics.

● Be better prepared for Upgrade(s)

See Naoko’s talk at the last collaboration or my talk at ICC meeting for more…

https://events.icecube.wisc.edu/event/143/contributions/7805/attachments/6196/7509/CollaborationMeetingFall2021.pdf
https://docs.google.com/presentation/d/1aXoBqIe76RE-98L0Ib4acZwVCScXKNZ8UF0KN03Zar8


New filter strategy

At Pole:


● Apply latest calibration and feature extraction tools (“Pass3”) to all events

● Create SuperDST record for all events (~160 GB/day) and send North via 

TDRS

○ Likely some room for full waveform data for selected events based on WG need

○ Currently testing:  “HighQ Filter” at 1000pe as initial “Save all waveforms” flag

○ IceTop saves all IceTop launches for “large” events

○ Gives us a compact record of all (most) events in the north quickly.


● Apply realtime filter selections at pole

○ Select alert events, online PS sample (aka GFU selection) in realtime

○ Send event summaries and event data north via I3MS/Iridium for immediate use

○ Very much a work in progress


● Perform detector data monitoring

○ Report histograms to I3Live as currently done



SuperDST

•  SuperDST is a compact representation of the pulses extracted online after 
calibrating and feature extracting waveforms collected online.

• Encoding of Time/Charge of all pulses from all DOMS

• Nicely integrated into IceTray: Can read directly as I3RecoPulses…

• More information I3Wiki:SuperDST

• Seatbelts, please.  We save inice waveforms (DAQ format) whenever 
(2013-2015 criteria):

• Original waveform does not match a SuperDST “rebuilt” waveform

• >1 ATWD active

• >1000 pe in 1 usec

• These can be used to recalibrate, re-extract pulses with update 
calibrations, new algorithms, etc

https://wiki.icecube.wisc.edu/index.php/SuperDST


From Naoko’s collab meeting talk



Status of Northern Filtering

● Working groups are working to update their Northern processing

● Target ~1 Hz of output.  


● Two approaches suggested:

○ Freshen existing filtering

■ Clean up ancient reconstructions, variables that aren’t used, data streams no one looks at, etc.

■ Most working groups taking this approach – important for comparison as well.

■ NS group has a nice modernized version of the muon filter (Bennett, Georgia Tech)


○ Redo everything!

■ NS group rethought what they were doing and came up with super-neat modern techniques for 

filtering.

■ If you have time, this is even better!


● We need to finish this up this year 


https://wiki.icecube.wisc.edu/index.php/2022_Filter_Upgrade_Plan_for_L1/L2/L3 
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https://wiki.icecube.wisc.edu/index.php/2022_Filter_Upgrade_Plan_for_L1/L2/L3


Planned timeline

None of this has been easy, since many impacts to existing analyses, etc. 


We are pushing forward


• Pole filters are being replaced this summer


• Over the Fall and Winter:  WG filtering in the North will be fine tuned.


• As new IceCuber’s this is likely a place you’re going to be plugging in!



Thanks!

• Questions?

• Happy to answer questions as best I can, now or later

• @blaufuss on slack

• blaufuss@umd.edu

mailto:blaufuss@umd.edu

