Data Filtering - Now and Future
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Overview of current filtering
® Pole
® | evel2 and beyond

|deas for future

® All events north,and DNNs
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The challenges

Remote location of lceCube makes it difficult to get lceCube data out. We
had two options:

® Save all events, and deal with them “next year”

® Filter events in real-time, send a subset north immediately.
We would like to start physics analysis of IceCube data as soon as possible.
® Choose realtime filtering.

Raw IceCube data/trigger rate is high (1C86)

® ~2750 Hz

e ~|000 GB/day of raw data

Our satellite allocation (TDRS) is ~100 GB/day.

® Need to reduce data volume by ~10%

We'd also like to perform real time analysis, alert others in the event of
interesting detections,

Realtime analysis of data is also important for monitoring detector quality
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Storage of multiple copies of data
o L1 (from pole) - ~75 GB/day

o L2 (in North) - ~150 GB/day
m Multiple copies at L3 as well, but these are
more modest sizes...

o Multiplies for MC samples
Compute intensive.

o Current L2 - ~1 hr/cpu per ~2 minutes of data..
m Additionally, much repetition of processing
done from L1, and again in L3+...

Wasted effort to understand overly complex
system for each new person...
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lceCube

® [2 filters - Common processing
® Expands LI filter files from Pole
® Adds additional reconstructions, etc

® |3 Filters - Topical (tracks, cascades, etc)
specific

® Select ~few Hz of most interesting
events for additional processing.

® WG specific process - generate “final
samples”

Righer Level Filters

Example: Neutrino Sources
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Working groups DO have established
paths to final samples. But we CAN

do this more efficiently.
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Moving forward - new ideas




What are we talking about here...

For a couple of years now we've been talking about making large changes to our existing
filtering and data reduction pipelines.

e New additions, bug fixes, etc to existing software (called Pass3 in the past)
e Reduce complexity of existing software
e Reduced resource consumption

Many of us feel it's time for a total rethink

e C(learer code and easier software maintenance going forward

e Reduced resource consumption in data processing and reduction
o  Cut harder, earlier.

e [aster to physics.
e Be better prepared for Upgrade(s)

See Naoko's talk at the last collaboration or my talk at ICC meeting for more...



https://events.icecube.wisc.edu/event/143/contributions/7805/attachments/6196/7509/CollaborationMeetingFall2021.pdf
https://docs.google.com/presentation/d/1aXoBqIe76RE-98L0Ib4acZwVCScXKNZ8UF0KN03Zar8

Strawman filter strategy

At Pole:

e Apply latest calibration and feature extraction tools ("Pass3”) to all events o
e Create SuperDST record for all events (~160 GB/day) and send North via
TDRS

o Likely some room for full waveform data for selected events based on WG need
o Currently testing: "HighQ Filter” at 1000pe as initial “Save all waveforms” flag
O
O

lce Top saves all IceTop launches for “large” events
Gives us a compact record of all (most) events in the north quickly.

e Apply realtime filter selections at pole
o Select alert events, online PS sample (aka GFU selection) in realtime
o Send event summaries and event data north via I3MS/Iridium for immediate use
o Very much a work in progress

e Perform detector data monitoring
o Report histograms to |I3Live as currently done



Strawman filter strategy

In the North
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o O(week) after receiving data from pole, and GRL creation, apply “rapid” P
tracks to SuperDST files

o Current L1-L3 filters are replaced with simplified and updated reconstruction and classification tools
m Adash of machine learning? See Christian’s talk from a Tuesday call and later slides...
m Adose of retriggering: SMT8->SMT12 + drop non-DeepCore volume/string triggers
e Reduced the number of small, junky events.
o Per-WG output that's "analysis” ready
m \Working groups are being asked to target rate of 1 Hz of events saved (or less)

e Aim for pass3 of all IC86 data years

o Complete set of data with new filter setup available
m Timeline for this is TBD, it's a large computational task.



https://drive.google.com/file/d/1_LxyVurp5u_4EDjNGsyEnIxZxcjacOn_/view?usp=sharing

New Online & Offline Filtering Proposal

DAQ Trigger

Y

Base Processing
sDST all Triggers

As is

Proposal: slightly tweak settings for saving raw waveforms (Erik B. / UMD)

Realtime WG will work with Erik

o
O
o
c \J
D Software Trigger
)= -
= Y
Simple Reco
Y

Event Classifier

\J

‘WG” Level

Proposal: SMT8 — SMT12

drop String Trigger
drop Volume Trigger

Can we move the software trigger south?

improvedLine

SPEO
New! Each event gets probabilities of being the following classifications
- SKimming - Starting track
- Cascade - Stopping track

- Throughgoing track

We need you to make this part
< 1Hz

From Naoko’s collab meeting talk



Deep Learning Rules the World TUum

« Our traditional reconstructions rely heavily on splined photon tables. Updating those to
modern ice models is not feasible

« Lately, lots of interest in deep learning based solutions for reconstruction / classification
« Computational effort shifts from evaluation to model training: Once the model has been
trained (can take weeks on multiple GPUs), evaluating the model is cheap (typically ~ms

on a single GPU)

* Making these models robust against systematic uncertainties is straight forward

(essentially trading bias for variance) and will become even easier with Snowstorm
based MC.

Christian Haack (TUM) | Recent Developments in Reconstructions and Event Classification 2



Overview of Efforts TUM
Low Energy (oscNext, IC Upgrade) |High Energy

Classification Reconstruction Classification Reconstruction
LowE-GNN (Martin H.)  FLERCNN (Jessie M. + DNN Classifier (Theo, DNN Reco (Mirco H.)
others, MSU) TUM)
FreeDOM (Philipp E., GNN Track / Cascade RNN Track Reco (Gerrit
Aaron F., Jan W. + Classifier (Hieu Le, W.)
others) MSU)
GNN (Tania K.) CascadeGenerator
(Mirco)
Segmented Spline Reco
Development Stage: (Federica B., Thorsten
Early Development G.)
Advanced Development DNN Energy (Theo G.)
Ready for Production BDT Sigma (Hans N.)

Christian Haack (TUM) | Recent Developments in Reconstructions and Event Classification 3



AV[true, reco]

Production Ready: Cascade Generator (Mirco H.) TUum

Hybrid 80%
35 A s Hybrid 50%
mesm Hybrid 20%

10° 10°

MLE* 80%
MLE* 50%
MLE* 20%

CNN 80%
CNN 50%
wosm CNN 20%

Statistical uncertainties only

* simplified, approximated likelihood

10°
Etrue [GeV]

10°

Hybrid approach: Uses DNN as a replacement
for photon spline tables to perform a maximum
likelihood estimation.

Further improvement of cascade resolution.
Can in principle also be applied to other
topologies.

Can model systematic uncertainties

1s per event (200 ms possible with slightly
reduced minimizer tolerance).

Christian Haack (TUM) | Recent Developments in Reconstructions and Event Classification 5



Production Ready: DNN classifier (Theo G.) TUum

Confusion matrix normalized on TRUTH Confusion matrix normalized on PREDICTION Event Rates [1/yr]
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 CNN based event classifier

« (Good discrimination between throughgoing tracks, starting tracks, cascades and uncontained (skimming)
events.

* Running on cascade realtime stream:
https://drive.google.com/file/d/10dA493F4XF1rzSdblvTC1y84c9ToUxUF/view

« Planned to also run on HESE realtime stream: https://wiki.icecube.wisc.edu/index.php/DNN HESE Realtime

« Cut on prediction score allows setting desired purities / efficiencies

Christian Haack (TUM) | Recent Developments in Reconstructions and Event Classification 10

https://wiki.icecube.wisc.edu/index.php/Deep Learning Phone Calls

#deep-learning-icecube on Slack


https://wiki.icecube.wisc.edu/index.php/Deep_Learning_Phone_Calls

Planned timeline

Pretty clear this is not yet mature enough to push to Pole right now.

e For 2022 run start: continue with current settings (modulo a few requested
tweaks to current setup)

Begin work in earnest to develop WG-level filter components.

e Meeting last week to asses status, encourage cross WG coordination

e Deadline: first versions of WG filters ready by Fall meeting
o A"Summer of Filtering”

e Testing and refinement through April 2023 run start testing
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Thanks!

® (Questions!

® Happy to answer questions as best | can, now or
later




