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Outline

Low level hardware/software centric...
● Where is IceCube and why there
● How was it deployed
● What was deployed
● How does it all work...
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NASA Website:
“Presently, the Antarctic ice sheet contains 90% of the ice on Earth and would raise sea levels worldwide by over 200 feet were it to melt.”
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Where?
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Where?

At the South Pole, why?
● The ice is blue/UV clear

● great for Cherenkov
● The ice is deep

● Muon shielding
● South Pole station is 

science support driven – 
it's a science base
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How? Hot Water Drilling
● 60 cm holes
● 2.5 km deep
● ~30 hours per hole
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Enhanced Hot Water Drill

Power your house for ~6 months

Refuel your car ~500 times
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What was deployed?

Years: 2004 – 2011
● 5160 DOMs on 86 “strings”
● 324 “IceTop” DOMs in 162 tanks
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Overview

Data flow…
● The DOMs
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What is a DOM?

An autonomous light detecting unit
● detects light (350-650nm)
● digitizes the waveforms
● timing synchronization
● PMT calibrations
● controls HV and LEDs
● Coincidence with neighbor DOMs
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What is a PMT?

● Clever way of converting photons 
into electrons (since 1934)

● Sensitive between 350-650nm
● Quantum efficiency 25-45%
● Gain on order 10^7
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Digitized Waveforms
 –– ATWD ch0 (x16)
 –– ATWD ch1 (x2)
 –– ATWD ch2 (x0.25)
 –– FADC

ATWD – 300 MS/sec – 427 ns
FADC – 40 MS/sec – 6.4 us
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Calibration
● DOMCal
● Flasher board

See talk by Dawn Williams!
Tuesday – 11:00am

Calibration is done 
on-board
● ATWD gains
● PMT timing
● PMT gain vs HV

1 photo-electron

pC

HV
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Local Coincidence

17m

DOM checks its neighbors 
● 2 up and 2 down
● 1 usec window

If a DOM “triggers” (threshold 
crossing) but does not see a 
trigger in the 4 neighbor DOMs
● The waveform is not saved
● Only a timestamp and 

chargestamp are sent to ICL
● Saves communications 

bandwidth

We call this Soft Local 
Coincidence (SLC)
● deceiving nomenclature… 
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Local Coincidence

17m

DOM checks its neighbors 
● 2 up and 2 down
● 1 usec window

If a DOM triggers and sees a 
trigger in at least 1 neighbor 
DOM
● The waveforms are saved
● Waveforms sent to the ICL

We call this Hard Local 
Coincidence (HLC)
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GPS Timing

Primary and secondary GPS units located in the ICL
GPS timing fans out to all “stringHubs” (computers controlling each string of DOMs)
Cable delay is measured/corrected for by each DOM
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Overview

Data flow…
● The DOMs
● StringHubs
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97 StringHubs
● Each stringHub collects the SLC and HLC hits from its 60 DOMs
● 8 DOR cards each giving power and communications to 8 DOMS
● DSB card fans out the GPS timing to each DOR card
● Data from the string is collected in HitSpool files and buffered in memory
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Overview

Data flow…
● The DOMs
● StringHubs
● DAQ Triggers
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DAQ Triggers

See talk by John Kelley!
Tuesday at 9:00am

● The DAQ sorts through all the HLC 
hits collected from ALL the 
stringHubs

● Various algorithms test whether a 
trigger condition(s) was met

● Merges triggers to form a “Global 
Trigger”

● The DAQ requests all SLC and HLC 
hits from stringHubs for the specified 
time range of the Global Trigger

● Builds the event and sends it to PnF
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Overview

Data flow…
● The DOMs
● StringHubs
● DAQ Triggers
● PnF
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Processing and Filtering
● Applies DOM calibration constants, geometry information, etc.
● Fits the waveforms and encodes them as a few constants
● Track reconstruction 
● Applies more specific event selection algorithms

IceCube generates ~1 TB/day of raw DAQ triggered data
● These data are archived to disk at the ICL and shipped back every year

PnF filters and compresses those data to ~ 100 GB/day
● Filtered data is sent daily via satellite to the North for “immediate” 

processing and analysis

See talk by John Kelley!
Tuesday at 9:00am
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Summary...
Hopefully I gave an IceCube detector overview? – Questions?
● https://arxiv.org/pdf/1612.05093.pdf

https://arxiv.org/pdf/1612.05093.pdf
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