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Figure 6.12: Comparison of Hilbert envelope peak (HP ) and peak correlation coeffi-

cient (P1) for VPOL events from Taylor Dome calibration signals (colour histogram)

and upward-pointing thermal noise (grey contours). Note that no requirement is placed

on pointing angle from the Sun for the either set of events in this figure.

bination cut, for events with ��S < 20�, the upward-pointing noise sample is used.

As the upward-pointing noise events only represent a fraction of the ANITA-2 analysis

data sample, the final cut is extrapolated by assuming a power law fit to the fraction of

thermal events passing this final cut value.

Final cut values of Hp + 270P1 for the VPOL analysis are 41.40 for events with

��S � 20� and 61.36 for events with ��S < 20�. Final cut values of HP + 270P1

for the HPOL analysis are 64.81 for events with ��S � 20� and 81.17 for events with

��S < 20�.

An error on the expected background of thermal events is calculated using the

error in the fits to the fraction of simulated and thermal noise passing the combination

cut from figures 6.13 and 6.14. The fits shown are of the form A.eb(x�x0). Fixing

all parameters other than b, the expected thermal background passing thermal cuts is

0.50+0.27
�0.18 HPOL and 0.50+0.29

�0.18 VPOL.


